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Abstract: 
 

Artificial intelligence incorporates scalable computing algorithms that are suitable for 
high performance computing architectures. Many computing architectures and paradigms are 
utilized for the purpose of accelerating execution of such algorithms: computer clusters, cloud 
computing, graphical processing units, dataflow programming, etc. 

With so many available choices, one can find it hard to select appropriate artificial 
intelligence algorithm, computing paradigm, computer architecture, and the infrastructure. 
This work compares different computing paradigms, along with their architectures and 
programming models, and distinguishes their main advantages and disadvantages in terms of 
their flexibility, execution speed, scalability, development effort, price, and power 
consumption. 

Additionally, hybrid supercomputing architectures that combine dataflow paradigm and 
von Neumann paradigm on the same chip are presented and compared to the previous ones. 
Analysis show that executing artificial intelligence algorithms on future supercomputing 
architectures can benefit from incorporating all the mentioned paradigms on the same chip 
die. 
 
Keywords: artificial intelligence, high performance computing, dataflow programming, 
manycore architectures, graphical processing units. 
 
1. Introduction 
 

Artificial intelligence is in the focus of researchers for decades. During this period, many 
AI methods have been introduced. At the same time, advances in computer architectures have 
made it possible to utilize AI more than ever before. 

The following section explains a multicore computer architecture based on von Neumann 
paradigm from the point of view of the capability to execute complex calculation for the 
purpose of AI. The manycore architecture is explained in the following section as a natural 
step forward to parallelizing scalable algorithms execution. Following section explains the 
dataflow paradigm and dataflow architectures from the point of view of the potential to 
parallelize execution of AI algorithms. Finally, a proposed hybrid processor that includes all 
aforementioned architectures is proposed. This work is presented using the proposed model 
[1]. 
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2. Problem Statement 
 

Advances in computer architectures fuel the evolution of artificial intelligence in many 
directions. The availability of large databases is constantly increasing. Recent improvements 
in deep learning methodology along with the performance of AI systems is reaching and, in 
some cases, even exceeding the human capacity on an increasing number of complex tasks. 
AI is in use in many fields, including classification, sentiment analysis, voice recognition, etc. 
[2]. 

The goal of this manuscript is to present current and possible approaches in advancing 
computer architectures so that the AI models could execute even faster, consume less 
electricity, and require less space for the computing nodes.  

 
3. Multicore Architectures 
 

Most commonly used computer architecture is based on von Neumann paradigm. The 
arithmetical logical unit (ALU) is responsible for executing instructions that have to be 
fetched from the main memory. The chip die consisting of around one billion transistors is 
organized so that it includes cache memories to account for relatively slow access to the main 
memory comparing to the speed of executing instructions. Cache memories could occupy 
around one half of the total number of transistors. The paradigm is also referred to as the 
control-flow paradigm, as micro-instructions that are performed during each clock cycle are 
controlled in such a manner that data is sent from one place to another only controlled by 
appropriate signals that will allow the data to exit from its source to the internal bus, and then 
to be accepted from the bus into the destination memory. 

This type of architecture was used to accelerate with a rapid pace, doubling frequencies 
around each second year. However, once transistors became small enough, further reduction 
in the size would affect their physical properties, leading to unstable digital logic. At the same 
time, chip die is limited in size, as increasing the number of transistors would affect the size 
of the chip. Having in mind that signals travel through the chip with the speed of light, as well 
as that the clock cycle has to be stable during the execution of an instruction, increasing the 
size of the chip would imply reducing frequencies below 3GHz. Therefore, current trends in 
multicore architecture design is increasing number of cores, along with increasing capacities 
of cache memories. 

 
4. Manycore Architectures 
 

So-called manycore architectures, or GPUs, have been introduced as a logical successor 
of multicore architectures. In the early days of personal computers, mathematical processors 
were introduced to cope with requirements for faster processing. Later, a mathematical 
processor became an integral part of the CPU. With growing possibilities that have arisen 
with reducing the size of transistors, it was possible to build thousands of small processing 
cores on a single chip die. Computer graphics was the first field to benefit from this. Soon 
after, researchers and the industry found a way to utilize graphical cards for accelerating 
scalable algorithms. 

GPUs proved to be able to accelerate many scalable algorithms, which let to utilizing 
them in simulating finite difference numerical algorithms. For example, the one for solving 
two dimensional spatially homogeneous Boltzmann transport equation is accelerated by 
around two orders of magnitude [3]. 

However, just like it is the case with multicore architectures, manycore architectures also 
suffer from the same bottlenecks, including complex control logic and internal bus bandwidth. 

 
5. Dataflow Architectures 
 

The Dataflow architectures overcome the limitations of control-flow architectures by 
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allowing data to flow through a hardware [4]. This way, instructions are executed in place, as 
i is the case with the production in a company conveyor belt. The advantages of the approach 
are well known, at least in the industry. This section explains dataflow paradigm by 
comparing dataflow architecture to the control-flow based processor. 

The instruction that is executed on a relatively small part of a dataflow chip needs not 
much more transistors as needed by the instruction. In contrary, the control-flow architecture 
is highly-flexible, allowing any instruction defined by the architecture to be executed in any 
particular moment, which leads to complex ALU comparing to the logic needed for executing 
a single instruction. Therefore, using the dataflow paradigm, one can achieve higher number 
of instructions per seconds using the same number of transistors, even though the dataflow 
hardware runs at an order of magnitude lower speeds than the control-flow counterparts. 

The data that travels from one place to the other needs no special internal bus connecting 
all parts of the chip where the calculation is performed with internal memories. Instead, wires 
forward outputs of an instruction to the input of the following. This can be compared to 
having many internal buses in a control-flow type of architecture, where each bus connects 
only two components in one direction. This eliminates control-flow architecture stalls due to 
waiting for the internal bus and memory to finish the task before executing the following one. 

The lower clock cycle of the dataflow architectures comparing to control-flow 
architectures leads to lower power consumption. This furthers lowers the necessity for cooling 
supercomputing architectures that include dataflow processing units. 

The disadvantage of the dataflow architecture is that it has to be preconfigured to execute 
a certain algorithm. As such, it is suitable for a subset of scalable algorithms that can be 
accelerated using the high-performance computing architectures. Dataflow architectures are 
usually implemented using the FPGAs, as this allows re-configuring an architecture once it is 
needed for executing another algorithm. However, this is the reason why dataflow 
architectures run at an order of magnitude lower speeds than control-flow architectures. 

Another disadvantage of dataflow architectures is their inflexibility in terms of executing 
the whole algorithm that is scheduled for dataflow architecture, not just the part it is suitable 
for. As a result, dataflow architectures often come in the form of PCIe card, and the control-
flow type of processor is responsible for preparing data for parallel processing using the 
dataflow hardware, re-configuring the hardware, streaming the data from the main memory 
onto the dataflow hardware, and collecting the results from dataflow hardware. 

The dataflow programming model differs from the control-flow programming model [5]. 
More effort is needed for programming dataflow architectures [6], but also for testing 
algorithms and configuring dataflow architectures, even taught certain level of automation of 
these processes can be achieved [7]. 

To demonstrate possibilities of the dataflow paradigm, various algorithms are found in the 
open literature that are implemented using the same framework [8]. Table 1 demonstrates the 
speedup of sample algorithms accelerated using dataflow architectures comparing to the 
multicore processor of the same or similar generation. 

 
Results Algorithm Speedup Conditions 

Stojanovic et al. [9] Gross-Pitaevskii 8.2x - 
Kos et al. [10] Odd-even merge 

network sort 
100-
150x more than 1000 arrays 

Korolija et al. [11] Lattice-Boltzmann 17x matrix dimensions 
320x112 

Stanojevic et al. [12] Spherical code design 18-24x 3<=D<=6 
Table 1. The speedups of algorithms implemented for dataflow paradigm 
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6. Hybrid Architectures 
 

Having in mind both the advantages and disadvantages of dataflow computer 
architectures compared to computer architectures based on von Neumann paradigm, as well 
as the rising number of transistors in each generation of new processors, a challenge of 
merging the two paradigms on the same chip arises [14, 15]. The process of merging two 
components onto the same chip die is not new. In the early days of personal computers, math 
co-processors were built as computer chips that handled the floating-point operations and 
mathematical computations in computers. These chips were separated from the CPU. In 
today’s computers, they are generally built into the CPU, while they still serve for the same 
purpose, allowing CPUs to execute mathematical computations on these chips. 

In comparison to the hybrid processor proposed in previous work [14], this hybrid 
architecture is oriented towards accelerating algorithms, and is not related to internet of 
things. 

Advantages of the proposed hybrid processor are accompanied by disadvantages in terms 
of the achieving relatively high utilization and the organization of execution of jobs. To 
completely utilize such a processor, one needs to have enough jobs that are dedicated for 
underlying hardware. This constraint is somewhat released by the fact that multicore 
processor is capable of executing algorithms that are most suitable for a dataflow hardware or 
a manycore computer architecture. However, utilization of proposed hybrid processors still 
requires scheduling that takes into account both control-flow type of jobs and dataflow jobs 
[16]. 

 
7. Analysis of the Proposed Architecture 
 

The analysis of the potentials of the hybrid computer architecture will be explained on the 
communication between the multicore processor and the dataflow hardware, without affecting 
the generality, as the same conclusion might have been drawn for the communication between 
multicore processor and manycore computer architecture, but also the communication 
between dataflow hardware and manycore processor. The latest one might spawn a new set of 
scalable algorithms that can be accelerated by combining dataflow and manycore computer 
architectures. 

Dataflow architectures find their place in executing two types of jobs. First assume 
processing the data that is already prepared on the dataflow hardware. This takes time to send 
over the PCIe slot, or any kind of network that exists between the dataflow hardware and the 
multicore processor. Second one assumes that the data is streamed over the network to the 
dataflow architecture, where the data gets processed, producing the result either in dataflow 
hardware local memory, or streaming the result back to the multicore processor. What is 
unique for these two is that the speed of communicating between multicore processor and the 
dataflow hardware affects the overall acceleration of algorithms. Therefore, we will compare 
the estimated speed of the communication between the multicore processor and the dataflow 
hardware in the case of hybrid computer architecture and in the case of dataflow card attached 
to the computer mainboard using the PCIe card slot. 

Cache memories speed is an order or even two orders of magnitude faster than RAM, 
requiring nanoseconds to respond to a CPU request. There are usually three levels of cache in 
multicore processors, L1, L2, and L3. The last one is also used for sharing the data between 
CPU cores. PCIe interconnect to CPU with an order of 1GB/s. The speed of the L3 cache is 
around double of the speed of the RAM memory, and RAM is about one order of magnitude 
faster than what the PCIe in communication between CPU and a dataflow card can achieve. 
Therefore, it is obvious that the hybrid computer architecture has potentials to overcome one 
of the greatest problems of accelerating computer algorithms using the dataflow paradigm. 
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8. Conclusions 
 
Current trends in designing chip dies is increasing the number of transistors on chip. With 

a limited possibility for accelerating multicore processors, a natural step forward is in 
increasing number of cores. However, further increasing the nubmer of cores requires scalable 
algorithms in order to keep the cores utilized. As some algorithms can achieve better speed-up 
using the CUDA programming model, while others achieve better performance in terms of 
exection time or power consumption using the dataflow paradigms, a natural step forward in 
designing modern processors i to combine these paradigms on the same chip die. 

The integration of peripheral mathematical processors or memories in form of caches on 
the same chip where the processor is is not new. It proved to improve overal performances 
many times in the past. 

Analysis of the speed of communication between CPU and the dataflow card proves that 
there is a potential for a range of dataflow algorithms to be accelerated using the hybrid 
processor. The same type analysis can be performed between any two of the underlying 
computer architectures of the hybrid computer architecture. 

Authors of this manuscript believe that future computers will benefit from integrating 
multiple computing paradigms on the same chip die, as it can improve performance and 
reduce power consumption and the need for cooling at the same time. 
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