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Abstract: 
 

For understanding software, comments and functional specifications are the second most-
used documentary artifact, after the code itself. Our aim is to examine the relationship 
between such descriptions of code, databases, and models, written in a natural language, and 
the objects they describe. We explored the extent to which the semantics of a textual 
description reflect the semantic and structural characteristics of the described object, and 
work on bridging the gap between natural languages and the programming languages in 
which the objects are defined. Our AI solutions utilize cross-level semantic similarity and 
software comment categorization as components of an intelligent system which leverage the 
correlation between object similarity and comment similarity for the tasks of object clone 
detection and semantic code search. The necessary datasets for machine learning models (the 
first models and datasets for both cross-level semantic similarity and semantic code search in 
Serbian) were be produced via linguistic annotation and analysis. Innovations in the realm of 
natural language processing technologies for the Serbian language are especially important in 
the local context. 
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1. Introduction  
 

Natural Language Processing (NLP) is a growing area of artificial intelligence, and due to 
its widely used applications in day-to-day life, its significance is also getting recognized by 
the society. NLP allows computers to resolve ambiguity in natural language and adds useful 
numeric structure to the language data [1-4]. The software industries, particularly software 
development and use, are becoming an increasingly important part of the global, European 
and Serbian industry, society, and economy. With this growth comes an increase in the 
number of employees in the software industry, the amount of code and the size of software. 
As a negative consequence, there is a lot of re-writing of already implemented pieces of 
software, and it is often necessary to use someone else's code, databases and models, making 
software more difficult to understand, and more complicated to maintain and test. Another 
critical issue in the software industry is detecting copyright infringement, i.e. determining if 
two pieces of software are the same. Currently, there is no effective way for a company to 
verify whether someone is using parts of its software [5], [18]. 

In light of these facts, the aim of our project AVANTES (Advancing Novel Textual 
Similarity-based Solutions in Software Development - Program for Development of Project in 
the field of Artificial Intelligence, funded by Science Fund Republic of Serbia) is to utilize AI 
and NLP to help developers in identifying similar parts of code, models and databases in 
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order to reduce the maintenance effort, reuse test cases for them or fix similar bugs. The 
broader, overarching goal of the AVANTES project is to determine the extent to which the 
semantics of a textual description reflect the semantic and structural characteristics of 
software objects (code, databases, and models), and to bridge the gap between natural 
languages and programming languages, in which the objects are defined. The project team is 
multidisciplinary and consists of researchers from the School of Electrical Engineering, 
University of Belgrade, the Faculty of Philology, University of Belgrade and the Innovation 
Center of the School of Electrical Engineering. 

The project targets the above-mentioned research challenges through three main 
objectives: 1) a new software similarity tool that relies both on code similarity and comment 
similarity and is applicable to multiple natural languages and programming language; 2) a 
new semantic search algorithm for exploring and analyzing general and database-related 
programming code using natural language input; 3) new natural language processing datasets 
and models for the Serbian language, including the first cross-level semantic similarity and 
semantic code search systems for Serbian. 
 
2. Concept and methodology 
 

One of the objectives of our AVANTES project is to define new software similarity tool 
that rely both on code similarity and comment similarity and is applicable to multiple natural 
languages and programming languages. For achieving this objective, multiple steps can be 
performed. The first step involved creating a dataset of programs suitable to be analyzed. At 
the beginning, a set of publicly available programs, libraries, and data structures with their 
course codes were collected and analyzed. The second step was focused on using existing and 
creating new methods for source code analysis using existing machine learning (ML) and AI 
techniques. This could help in solving the first problem of finding software clones type one to 
three. Detecting semantic software clones, the second problem, is a much harder problem than 
detecting the software clones [15]. After this, existing solutions are evaluated. 

As the next step, determining the level of similarity between blocks of code in the 
absence of their source codes was performed [12]. The programs from the dataset were 
compiled using selected compilers and compiling options. Information related to source code 
were preserved for evaluation purposes. These compiled programs (e.g. Java byte code, 
machine codes, CIL) were evaluated [21]. The evaluation could include, but was not limited 
to, static code analysis, dynamic code analysis, execution trace analysis, memory access 
analysis. The analysis found that machine learning techniques could complement existing 
methods of code comparison. The results from this step on code comparison at this 
intermediate level were compared with the results obtained at the programming language 
level. 

As the final step, the developed code similarity and comment similarity algorithms were 
integrated. This step aims to discover the way in which the developed algorithms and methods 
for determining the level of similarity between two segments of programming code could be 
integrated with the developed algorithms and methods for determining semantic similarity 
between comments associated with the code segments. 

The objective is to determine: Would it be adequate to use comment similarity as an 
additional element in the comparison vector when comparing the code [13]? Would it be 
adequate to use code similarity as an additional element in the comparison vector while 
comparing comments? What elements of the code similarity vector and the comment 
similarity vector are important in comparing commented code? 

Software comments have long been identified as important sources of information 
regarding a software product, second only to the code base [6]. Several categorization systems 
and taxonomies have been presented over the years [16], [20], but they were all general. In 
this project, our goal is to design a comment taxonomy that is particularly suited to the 
downstream tasks of semantic similarity and semantic code search. In solving the 
categorization problem, we plan to rely on supervised machine learning algorithms, which 
have proven to be the optimal approach to text classification problems, and to create 
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appropriate annotated datasets according to the new comment taxonomy which we will 
design. 

Cross-Level Semantic Similarity (CLSS) is the task of comparing the meaning of two 
texts of different lengths, e.g. a paragraph and a sentence, or a sentence and a phrase. This 
task is related to the problems of short-text semantic similarity and text summarization but is 
more difficult than measuring semantic similarity between texts of equal or similar lengths. 
The predominant methods of tackling the CLSS task, as is the case in the majority of NLP 
problems, rely on supervised machine learning models, necessitating the creation and 
annotation of datasets appropriate for the task. Due to this, previous work on CLSS has been 
rather limited and focused solely on English [10-11]. For the same reason, very little is known 
about the linguistic properties associated with different similarity scores in CLSS. Even 
though multiple linguistic factors have already been shown to affect short text similarity, 
some of them cannot be directly applied to comparisons of different sized textual units, which 
makes an interdisciplinary perspective reliant on a detailed linguistic analysis necessary for 
selecting linguistic features relevant for CLSS machine learning models. 

The trans-disciplinary aspect of this project involves the analysis of the linguistic factors 
that create cross-level semantic similarity in natural language [7]. The phenomenon of 
semantic similarity is measured between items of different types: paragraphs, sentences, and 
phrases. We aim at establishing the extent to which the meaning of the larger item is captured 
in the smaller type. Special attention is given to the comparison between Serbian and English, 
as well as to the comparison between the language of code comments and the more general 
domain of newspaper texts [14]. 

Semantic Code Search (SCS) is the task of searching a code repository on the basis of a 
natural language query and retrieving blocks of code (e.g functions, classes, etc.) which are 
relevant to the given query. It is similar to the Information Retrieval task, but the results in 
SCS are code blocks, rather than documents in Information Retrieval. SCS is a recently 
conceptualized task, and research on it has so far focused only on queries in English ([8],[9]). 
The main idea of SCS models is to embed both natural language queries and blocks of code 
into a common space and to then perform natural language search using text embeddings and 
nearest neighbor search algorithms. 
 
3. Data usage 
 

The AVANTES project is strongly data-driven and includes numerous activities on 
compiling new datasets and using them to construct AI models, as well as to perform 
engineering and linguistic analyses.  

In terms of data collection, we collect the following types of data: 
 Software comments, written by software developers in a natural language - we 

consider two languages, English and Serbian. These comments were collected from 
various sources, including student projects, coursework, and final thesis at the School 
of Electrical Engineering, software projects developed at the Computing Center of the 
School of Electrical Engineering, and other interested industry partners, as well as 
public repositories such as GitHub and previously developed and publicly available 
comment-related datasets. These data sources were evaluated and filtered for 
comment quality. The collected comments were analyzed in order to create a 
comment type taxonomy.  

 Newswire texts of different lengths, written in Serbian, and gathered from Serbian 
online news sources for the task of CLSS. We plan to consider only the Serbian 
language with regard to this part of data collection, since adequate CLSS newswire 
datasets already exist in English. 

 A set of (software comment, code block) pairs, with comments written in Serbian, 
which will be used in the creation of a Semantic Code Search mechanism for Serbian. 
In the construction of this set, we considered the following programming languages: 
Java, JavaScript, PHP, C/C++/C#, SQL. Data collection sources for this set are the 
same as the ones listed for software comment collection. In the creation and 
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evaluation of an improved SCS model for English, we rely on the existing dataset of 
this kind in English. 

The datasets which we created during the course of this project are as follows: 
 Two datasets of software comments, one containing comments written in English and 

the other containing comments written in Serbian. Comments in both datasets were 
manually labeled according to their category using a comment type taxonomy which 
were developed within the project. These datasets contain at a minimum of several 
thousand items. The primary use of this data is to train and evaluate machine learning 
classifiers on the task of categorizing software comments in English and Serbian.  

 Three datasets of textual pairs of different lengths, manually annotated with semantic 
similarity scores for each pair. These datasets differ amongst themselves with regard to 
the language and the domain of the collected textual pairs, and will include the 
following: 

○ A dataset of newswire text pairs in Serbian 
○ A dataset of software comment pairs in Serbian 
○ A dataset of software comment pairs in English 

The length of the texts included in all three datasets ranges from a phrase and sentence, 
to a paragraph. Texts of different lengths are paired in (phrase, sentence) and (sentence, 
paragraphs) groupings and manually annotated with fine-grained semantic similarity 
scores by five annotators. Each language-domain-pair length combination is 
represented by around a thousand examples, for a total of around two thousand items 
for each of the three datasets. The primary use of these datasets will be to train and 
evaluate machine learning models on the task of Cross-Level Semantic Similarity and 
to assess these models’ behavior on different languages and domains. 

 One dataset consisted of publicly available programs to be used as a benchmark for 
software similarity purposes. Based on this initial version of the dataset an updated 
version of dataset created by solving some set of problems multiple times by multiple 
persons. This were done by analyzing student projects, coursework, and theses at the 
School of Electrical Engineering. 

 A dataset of (software comment, code block) pairs, with the comments written in 
Serbian. Its exact properties and size are difficult to estimate at this point, because it 
largely depends on the related dataset of software comments in the Serbian language 
and the set of data of publicly available programs. 

 A collection of up to 80 natural language queries in Serbian is designed, and a small 
subset of the (comment, code) dataset is marked with relevance scores with regard to 
said queries, to enable subsequent evaluation of semantic code search models. 
 

3. Conclusions 
 

Our exploration of the CLSS task in Serbian, a resource-limited yet morphologically rich 
language, promote this task in the wider NLP community as well as push forward language 
technologies for Serbian. Furthermore, we aim to consider a completely new and highly 
specialized domain for CLSS in both languages - software comments - and to compare and 
contrast it to more general domains, such as newswire texts. We expect this line of research to 
lead to more robust CLSS models, and to tackle the issue of domain adaptation in the realm of 
CLSS. To further promote research in all these novel language/domain combinations, we will 
create and make publicly available new annotated CLSS datasets. Moreover, we will 
strengthen the linguistic component of the task by conducting an in-depth analysis of several 
levels of linguistic structure (morphosyntax, semantics, discourse), some of which are not 
typically taken into account in short text similarity tasks, but have important potential for 
CLSS. By doing so we will simultaneously work on the broader goal of bringing NLP and 
linguistics closer. 

The aim of described AVANTES project is to develop SCS models for Serbian, tackling 
the resource limitations of this and many other minor languages on the SCS task. We will also 
endeavor to improve both Serbian and English SCS models using the developed code 
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similarity methods, for both general programming code and SQL database code. In particular, 
we will explore the extension of search results with additional code blocks found by using 
code similarity methods on the initial SCS results. We will also consider using code similarity 
to improve search result ranking. Finally, we plan to explore the multilinguality often present 
in software comments and its effects on the functioning of SCS systems, which is a hitherto 
unaddressed issue. 

Innovations in the realm of Natural Language Processing technologies for the Serbian 
language are especially important in the local context, as this project will lead to the creation 
of the first models and datasets in Serbian for both Cross-Level Semantic Similarity and 
Semantic Code Search. This will provide a huge impetus for future work on these problems in 
Serbian and, due to the novelty and resource scarcity related to both of the aforementioned 
tasks, it will also have the potential to generate research interest in the global NLP 
community. Moreover, the main contribution of AVANTES at the international level is the 
synergistic effect that is expected from combining semantic analysis of both, comments and 
code. 
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