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Abstract

This work is related to the KEEL (Knowledge Extiantbased
on Evolutionary Learning) tool, an open source gaft that
supports data management and provides a platfemthie
analysis of evolutionary learning for Data Miningoplems of
different kinds including as regression, classtfaa,

unsupervised learning. It includes a big collecidrevolutionary
learning algorithms based on different approactitisburgh,
Michigan. It empowers the user to perform compbhatelysis of
any genetic fuzzy system in comparison to existings, with a
statistical test module for comparison.

Keywords: Genetic programming, Data mining,
Evolutionary algorithms, Experimental design, Graphical
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Introduction

Evolutionary Algorithms (EAs) are optimization
algorithms based on natural evolution and genetic
processes. In Atrtificial Intelligence (Al), EAs aome of
the most successful searchtechniques for complex
problems. Recently EAs, particularly  Genetic
Algorithms (GAs) have proved to be an important
technique for learning and knowledge extractionisTh
makes them also a promising tool in Data Minifige
idea of automatically discovering knowledgiEom
databases is a very attractive and complex taskt'sTh
why, there has been a growing interest in DM inows
Al related areas, including EAs. The main objectige
applying EAs to knowledge extraction tasks is ttegy
are robust and adaptive search methods that peréorm
global search in place of candidate solutions. Uiée of
EAs in problem solving such as image retrieval, the
learning of controllers in robotics and the impnment of
E-learning systems show their suitability.

In a wide range of scientific fieldss a problem solver
EAs are powerful for solving a wide range sifientific

problems, their use requires a certain programming
expertise along with considerable time and effortvite

a computer program for implementing the often
sophisticated algorithm according to user needs Whrk
can be tedious and needs to be done before usetara
focusing their attention on the issues that theyukhbe
really working. For this given situation, the airf this
paper is to introduce a non-commercial Java soéviaol
named KEEL (Knowledge Extraction based on
Evolutionary Learning).This tool empowers the user to
analyze the behavior of evolutionary learning farious
kinds of DM problems: regressionclassification,
unsupervised learning etc.

This tool can provide several benefits. First of, dt
reduces programming work. It includes a library hwit
evolutionary learning algorithms based on different
paradigms (Pittsburgh, Michigan and IRL) and siffigsi
the integration of evolutionary learning algorithmsth
different preprocessing techniques. It can alleviat
researchers from the mere “technical work” of
programming and enable them to focus more on the
analysis of their new learning models in comparigdth
the existing ones. Secondly, it extends the rarfigmssible
users applying evolutionary learning algorithms. An
extensive library of EAs together with easy- to-aséware
considerably reduces the level of knowledge anéeapce
required by researchers in evolutionary computatias a
result researchers with less knowledge, when usiig
framework, would be able to apply successfully ¢hes
algorithms to their problems. Third, due to the wdea
strict object-oriented approach for the library asuftware
tool, these can be used on any machine with Java.rAsult,
any researcher can use KEEL on his machine, indksmehy

of the operating system.

This paper is arranged as follows. The next section
introduces a study on Genetic fuzzy systems Se@)on
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presents KEEL.: its main features and modules. bti@e

4) data management describe with example how data
management is done within KEEL. Finally, Section 5
points out some conclusions and future work.

Genetic Fuzzy Systems

Computational Intelligence techniques such as iciif
neural networks, fuzzy logic, and genetic algorsh{@As)
are popular research subjects, since they can il
complex engineering problems which are difficultstdve
by classical methods. So Hybrid approaches havactd
considerable attention in the Computational Irgelfice
community.

One of the most popular approaches is the hybtidiza
between Fuzzy Logic and GAs leading to genetic yuzz
systems (GFSs). GFS is basically a fuzzy system
augmented by a learning process based on a GA.GAs a
search algorithms based on natural genetics thatide
robust search capabilities in complex spaces, harktby
offer a valid approach to problems requiring eéfiti and
effective search processes. Fuzzy systems are fottee 0
most important areas for the application of thezyu3et
Theory. Fuzzy systems have been successfully appiie
solve different kinds of problems in various apation
domains.

In this contribution we introduce a non-commerclava
software tool named KEEL (Knowledge Extraction lshse
on Evolutionary Learning). This tool empowers tlsemto
assess the behavior of EAs for different kinds afteD
Mining problems: regression, classification, clusig,
pattern mining, etc. Consequently, the applicatbrEAs

for learning fuzzy systems is also included in KEEL
including a representative set of GFSs. It alloves to
perform a complete analysis of any genetic fuzatew in
comparison to existing ones, including a statistiest
module for comparison. This tool can offer several
advantages

First of all, it reduces programming work. It indks a big
library with GFS algorithms based on different mgans
(Pittsburgh, Michigan, IRL and GCCL) and simplifigeeir
integration with different pre-processing technisjué can
alleviate researchers from the mere "technical ark
programming and enable them to focus more on the
analysis of their new learning models in comparisotin
the existing ones.

Secondly, it extends the range of possible usepbyiag
GFSs. A library of algorithms together with easydse
software considerably reduces the level of knowdedgd
experience required by researchers in evolutionary
computation and fuzzy logic. As a result researsivéth
less knowledge, when using this framework, wouldble

to apply successfully these algorithms to theibpems.

Third, due to the use of a strict object-orientggraach
for the library and software tool, these can beduse any

machine with Java. As a result, any researater use
KEEL on his machine, independently of the operating
system.

Keel Description

KEEL is a software tool to assess EAs for DM pratde
including regression, classification, clusteringd grattern
mining and so on. The presently available versiolKEEL
consists of the following function blocks

1) Data Management -- This part is composed oftafe
tools that can be used to build new data, expaitisaport
data in other formats to the KEEL format, dataieditand
visualization, applying transformations and paotithg to
data, etc.

2) Design of Experiments -- The aim of this partthe
design of the desired experimentation over thectsde
data sets. It provides many options to choose ftgpe of
validation, type of learning (classification, regg®n,
unsupervised learning), etc.

3) Educational Experiments -- With a similar sturet to
the previous part, it allows you to design an ekpent
which can be debugged step-by-step in order tdhiseas
a guideline, to show the learning process of aagernodel
by using the platform for educational objectives.

Taking into account each one of the above fundbiocks,
KEEL can be useful for different types of users,owh
expect to find determined features in Data MiniM{
software.

The following describes the ‘User Profiles’ of wH&EL
is designed for, its Main Features and the diffevesys of
working with it.

Keel User Profiles

KEEL is an integration of an environment with aideél
architecture and the development of knowledge etitna
as expandable modules. It is mainly intended far ()
categories of users: researchers and student®rEjtbup
has a different set of needs:

1) KEEL as a research tool -- The most common @iiei®

tool for a researcher will be the automated execoutf
experiments, and the statistical analysis of thmesgults.
Routinely, an experimental design includes a mix of
evolutionary algorithms, statistical and Atrtificilaitelligent
related techniques. Special care has been takerake it
possible for a researcher to use KEEL to assess the
relevance of their own procedures.
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Since the actual standards in machine learningimequ
heavy computational work, the research tool is not
designed to offer a real-time view of the progrefghe
algorithms, it is designed to generate a scriptl@mthatch-
executed in a cluster of computers.

The tool allows the researcher to apply the sameaesee

of pre-processing, experiments and analysis toelarg
batteries of problems and focus their attentionthe
summary of the results.

2) KEEL as an educational tool -- The needs ofualett
are quite different to those of a researcher. Galyer
speaking, the objective is No longer that of making
statistically sound comparisons between algorithiere

is No need of repeating each experiment a largebeurof
times. If the tool is to be used in a class, thecekion time
must be short and a real-time view of the evolutibithe
algorithms is needed, since the student will usis th
information to learn how to adjust the parametdrshe
algorithms. In this sense, the educational tool ais
simplified version of the research tool, where dily most
relevant algorithms are available. The executiomagle in
real time. The user has visual feedback of the nessyof
the algorithms and can access the final results ftbe
same interface used to design the experiment.

Main Features of Keel --

KEEL is a software tool developed to assemble asel u
different Data Mining models. KEEL is one of thesfi
software toolkits of its type that contains a lityreof
evolutionary learning algorithms with open sourcge in
Java. The main features of KEEL are:

1) Evolutionary Algorithms (EAs) are presented in
predictive models, pre-processing (evolutionaryudeaand
instance selection) and post-processing (evolutiona
tuning of fuzzy rules).

2) It includes data pre-processing algorithms psegoin
specialized literature: data transformation, dization,
instance selection and feature selection.

3) It has a statistical library to analyze an aitpons result.

It consists of a set of statistical tests for apialy the
normality and heteroscedasticity of the results and
performs parametric and non-parametric comparisons
among the algorithms.

4) Some of the algorithms have been developed thith
Java Class Library for Evolutionary Computation
(JCLEC).

5) KEEL provides a user-friendly interface, oriehte the
analysis of algorithms.

6) The software’s aim is to create experiments aairig
multiple data sets and algorithms connected togetthe
obtain an expected result. Experiments are indepehd
script-generated from the ‘user interface’ for dfrlioe run
in the same or in other machines.

7) KEEL also allows you to create experiments iAlina
mode, aimed at educational support, in order tonlghe
operation of the algorithms included.

8) KEEL contains a ‘Knowledge Extraction Algorithms
Library’, consisting of the incorporation of muligp
evolutionary learning algorithms with classical ridag
approaches. The main library features include:

e a) Different evolutionary rule learning models
have been implemented.

e b) Fuzzy rule learning models with a good trade-
off between accuracy and interpretability.

e ¢) Evolution and pruning in neural networks,
product unit neural networks, and radial base
function (RBF) models.

« d) Genetic Programming: Evolutionary algorithms
that use tree representations for extracting
knowledge.

* e) Algorithms for extracting descriptive rules
based on pattern(s) subgroup discovery have been
integrated.

« f) Data reduction (instance and feature selection
and discretization). EAs for data reduction have
also been included.

9) Keel software operates via a web interface,wafig
end-user access from all web-enabled computers.

Three recent new aspects/features of KEEL --

1) KEEL-dataset, a data set repository that induties
data set partitions in the KEEL format and alsoveho
some results of the algorithms in these data SEtss
repository can free researchers from merely doing
“technical work” and makes the comparison of their
models with existing models easier.

2) KEEL has been developed with the idea of beisgjly
extended with new algorithms. For this reason, the
manufacturer introduces some basic guidelines that
developer may take into account for managing trezifip
constraints of the KEEL tool. Moreover, a sourcaleo
template has been made available to manage all the
restrictions of the KEEL software, including thepit and

IJCSMS
www.ijcsms.com



46

IJCSMS International Journal of Computer Science &Management Studies, Special Issue of Vol. 12, Juge12

ISSN (Online): 2231 -5268
Wwww.ljcsms.com

output functions, the parsing of the parameters| toe
class structure. The manufacturer describes inil disia
template showing a simple algorithm, the “Steadyt&St
Genetic Algorithm for Extracting Fuzzy Classificati
Rules from Data” (SGERD) procedure (see published
paper below...).

3) A module of statistical procedures was developed
order to provide the researcher with a suitabld too
contrast the results obtained in any experimentiadys
performed inside the KEEL environment.

The manufacturer describes this module and shoeasa
study using some non-parametric statistical teststlie
multiple comparison of the performance of sevegahtetic

rule’ learning methods for classification.

Data management

The fundamental purpose of data preparation is to
manipulate and transform raw data so that the
information content enfolded in the data set can be
exposed, or made more accessible. Data preparatio
comprises those techniques concerned with analyaiwvg
data so as to yield quality data, mainly includidagta
collecting, data integration, data transformatiatgta
cleaning, data reduction and data discretizatioataD
preparation can be even more time consuming thém da
mining, and can present equal challenges to datingi

Its importance lies in that the real-world dataingure
(incomplete, noisy and inconsistent) and high-
performance mining systems requigpality data (the
removal of anomalies or duplication§)uality data yields
high-quality patterns (to recover missing data,ifgutata
and resolve conflicts).

The Data Management module integrated in KEEL
allows us to perform the data preparation stage
independentlyof the remaining of the DM process itself.
This module is focused on the group of users dehase
domain experts. They aramiliar with their data, they
know the processeghat produce the data and they are
interestedn reviewing those to improve upon or analyze
them. On the other hand, domain users are thossavho
interest lies in applying processes to their owtadand
they usually are not experts in DM.

The next figureshows an example window of tibata
Management module in the section dbata Visualization.
The module has seven sections, each of which is
accessible through the buttons on the left sidethef
window. In the following, we will briefly descritdhem:

— Creation of a new data set: This option allows us to

generate a new data set compatible with the other
KEEL modules.

— Import data to KEEL format: Since KEEL works with

a specific data format (alike the ARFF format) Ih a
its modules, this section allows us to convertoasi
data formats to KEEL format, such as CSV, XML,
ARFF, extracting data from data bases, etc.

Export data from KEEL format: This is the opposite
option to the previous one. It converts the datadied
by KEEL procedures in other external formats to
establish compatibility with other software tools.

MVisualization of data: This option is used to represent
and visualize the data. With it, we can see a dcaph
distribution of each attribute and comparisons
between two attributes.

Edition of data: This area is dedicated to managing the
data manually. The data set, once loaded, can be
edited by terms of modifying values, adding or
removing rows and columns, etc.

— Data Partition: This zone allows us to make the
partitions of data needed by the experiment modules
to validate results. It supporksfold cross validation,

5 x 2 cross validation and hold-out validation with
stratified partition.

- Data Preparation: This section allows us to perform
automatic data preparation for DM, including cleepi
transformation and reduction of data. All techniques
integrated in this section are also available ire th
experiments-related modules.

The experiments can be graphically modeled, orbtsis
of data flow and represented by graphs with nodged
connections. It allows us to choose the type ofdagibn
(k-fold cross validation or 5x2 cross validatiomdaype of

learning (regression, classification or unsupendjise

Then, we have to select the data sources, drageiketed

methods into the workspace and establish connexction
between methods and data sets. Also, the additfon o

statistical analysis of results is supported byuding the
corresponding techniques. In any moment, each coero
added in the experiment can be configured by deuble
clicking in the respective node. The below mentibne
figure shows an example of an experiment followthg

MOGUL methodology in classification and using aap
box to obtain a summary of results.

When the experiment has been designed, the user can
choose either to save the design in XML file oraddb@a zip
file. The latter will contain the directory structuand

required files for running the experiment in andpdndent
machine with Java. The zip file will include thetaa

sources, jar files of the algorithms, configuratifiles in
XML format and a Java Tool, named Run Keel, to thm

experiment. Run Keel can be seen as a simple isgript
environment that interprets the script file in XMarmat,
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runs all the indicated algorithms and saves thaltesn
one or several report files.

. Experiments Design

File View Edt Tools
-y | T
JoHP 9o X EE &
ES
* Algorithm Parameters
% Algorithm Name:
. Fuzzy Rule Learning, MOGLL Algorithm
Humber of Dataset:
') ‘ 18]
PGl Parameter descriptor Value
‘ Number of Labels 5 &
; | Omega parameter for the maching degree of the .. 0.05
/K parameter for the percentage of allowed neg... 0.1
|Epsilon parameter for the minimun maching degr... (1.5
|Repeated rules 1
|Type of Rules & 2 @
%k Defaut Values
e il SRR [ gApppyJ [)(Caneei] -
Datasetjlgorthm Use Case | User Manua oy

RESULTS:

System Implementation is used to bring a developed
system or sub system into operational use andngriti
over to the user. It involves programmer users and
operational managements.

System Implementation components include:

Personal Orientation: Introduce people to the new system
and their relationship to the system.

Training: Give employees the tools and techniques to
operate and use the system.

Hardware Installation: Schedule for, prepare for, and
then actually install new equipment.

Procedure Writing: Develop procedure manual to follow
in operating the new system.

Testing: Ensure that the computer programs properly
process the data.

File Conversion: Load the information of the present files
into the new system files.

Parallel Operation: Use the new system at the same time
as the old to make sure results are.

5.1 SCREENS

The user has to prepare one Dataset, then he hapaad
the dataset means converting that dataset in 1o kee
format.Now he can use that converted dataset fonper
the operations of KEEL on it.After running the expeent
it will display as Experiment is Successfully geated
,then wecan see the result of the experiment in the

destination folder.Now we will see the screen slbts
above discussion to understand better.

Gl

KEEL Tool 1.0 X

# Data Management
® Experiments

. Educational

* Help

Fig 5.1 Home page of KEEL

« The Data Management module maintains
datasets

e The Experiments
experiment on datasets

» Educational experiments show the statistical
results

* Help gives the basic information of KEEL

module  performs

et | e

Altrdudes

| Al Type Futien)
£ i — o

= =N
Fig 5.2 preparing a Dataset
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e After clicking the new Dataset the above screen

will appear

Attriknste:

fisme

o

(Slnteger |

Ol | |
5 i

e

Function

, E @
vl | (g
.ty A

coed |

Expen2

gDl [ Hiwe |
| ¥
il [ o] [ |
[ ¥
CheetfaCor [ heel oot el Tabm heelTolld
 healToBreal bl Tol ChedlTomopaniin Nl Taka
el fotnd et Tu i bl el To it L.

H.gm!.‘l: Rl Vil

Diftrer Thitadest [T,

Liasx IHHM‘TN

=

Fig 5.3 Adding attributes
* Press the add button to add attributes

Dita Tt 2

- (oo
I E—— &
e T (o]
| - ¥
v Tokedd 1ot TaKeel " P Ta Keel e Ta Keel
el ToHeel BT eel T popetyList Tobeel " Vieka Tubeel
 Tobe O furdTab Tobeel  Dtdbass S0 To bl

Hegamir Hll Vsl Wi e | o
! ! |

Dirmver Dafabessz UL bl N

Tiee Pamii

G

Fig 5.4 Importing a Dataset

« Select a Dataset which you want to convert

« Select a destination folder where you want to store
e Click the convert button to convert in to KEEL

format

+# Experiments Design

File View Edt Tools

Fig 5.5 Exporting a Dataset

48

Select a KEEL Dataset you want to convert
Select a destination folder you want to store

Dataset

Click on convert to convert in to normal form

JOHP o0 xR &

8
L
¥
L
i
&
Y

Type of pariitions

@ kol cross valdation
| 562 cross validetion

- without valdaton

Type of the experiment
| Clessiication -

| Unsupervisedlesring

Fig 5.6 Selection of Experiment

Select the type of validation
Select the type of experiment
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* Connect it to Dataset

= Experiments Design

Fie View Edt Tools el *  Then run the Experiment
JOHP 9o XL EC &
1% Ll
! KEEL Datasets
Ceieland L] m ;
@a o e ‘ ,\%2 Expetiment created,
s CaT] ) ]
w bz F ‘ Irzip generated file,
Pria | go ko 'experiment/scripts)’ directory
!}, B = data ard execute java -jar Runkeel jar'
m Eccd e
Habaman (| -—.ﬁ.ceptar
@ =
R iy Fig 5.9 Result Window
D e _ . o
User Datasats . After completing the Experiment it will show the
window as above
e The resultant folder contains Exe, Scripts,
3 Datasets, Results
L3 >

Dttt e Cas U Mo

B

1 ion no o Brent 08139
Brent B.013
Brent 8139

Fig 5.7 selecting the Dataset for Experiment

« Select the Dataset for experiment
¢ Click on the Dataset and drop on the experiment

area
Airis=18-18tst .dat.
ELTE .
! 1“* b toton. :Séectanjl‘ggnthm
,-,. JFWYMLHHW / I'{‘ 3. TohbEBEEERGEEEE 1.29
' G o
|8 _| Statetica Model data

vELL 1N |".]‘I.|.|\.Hi.'.: |.||.|I.'|.|I'||.‘H sigha\seripts)

Fig 5.10 Result screen in command prompt

; » After completing the experiment it will show as
Clasi fFurr phanghende] Experiment completed successfully in command
prompt

Stap 2 Ingert the algortthm

—

Mttt 1 Cce| Lt Mo
Fig 5.8 Running the Experiment

e Select the type of algorithms
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% Educational =
rExperiment ,m’m

.g| I Suuspend]Restme I \rReport Area

L am

e Finished

Tnitial Time: iThu May 07 00;14:01 BST 2009

Partition 1

Intervals and nominal values

Firial Time: ‘ﬁTU May 07 00:14:07 B3T 2003
Cut point O of attribute 0 @ 99.5
FRun e (: (5529 Cut point 1 of attribute 0 @ 117.5
Cut point 2 of actribute O ¢ 133.5
‘ Humber of cut points of attribute 0 : 3

Cut- point 0 of attribute 1 : 5.65

Progress:

Partition Area Cut point 1 of attribute 1 @ 12,65

Cut point 2 of attribute 1 ! 16.25
Number of cut points of attribute 1 : 3
Cut point 0 of attribute 2 : 1.15

Cut point 1 of attribute 2 & 2.95
Number of cut points of attribute 2 @ 2
Cut point 0 of attribute 3 : 0.75

Cut point 1 of attribute 3 : 4.0
Mumber of cut points of attribute 3 @ 2
Cut point 0 of attribute 4 i 0,649399953533995:
Cut point 1 of attribute 4 @ 7.25
Mumber of cut points of attribute 4 @ 2

"Preprocess method @ Dise-Fayyad", pal
Compute time: 0,375 seconds
"Preprocess method @ Dise-Fayyad”, pal
Compute time: 0.297 seconds
"Preprocess method @ Disc-Fayyad", pal
Compute time: 0,234 seconds
"Preprocess method @ Disc-Fayyad", pa
Compute time: 0.297 seconds
"Preprocess method : Disc-Fayyad”, pa
Compute time: 0.25 seconds
"Preprocess method : Disc-Fayyad”, pal

Fig 5.11 Statistical Analysis of Result

e After educational experiment it will show the
statistical result, like initial time final time mber
of partitions etc..

CONCLUSIONS

In this work, we have described KEEL, a softwam to
Assess EAs for DM problems, paying special attentm
the GFS algorithms integrated in the tool. It nedig
researchers of much technical work and allows tliem
focus on the analysis of their new GFS algorithms i
comparison with the existing ones. Moreover, thel to
enables researchers with a basic knowledge of flogig
and evolutionary computation to apply GFSs to thirk.
We have shown Data management to illustrate
functionalities and the experiment set up processes
KEEL. The KEEL software tool is being continuously
updated and improved. At the moment, we are deirgdop
a new set of GFSs and a test tool that will alletaiapply

parametric and non-parametric tests on any seatf. §Ve
are also developing data visualization tools fa& ¢m-line
and offline modules.
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