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pstract

& jptelligent  Tutoring System usually identifies the
. cognitive structures of its ?ea_mers to classify them as
- acceptable. errongous or missing, and to determine the
_-p;oper action for instruction. However. with just those
| structures the system can not typify the student’s
. Jearning style which could be useful to customize the
tuition according with his talents and preferences. In
this paper we propose a tutoring system that builds a
. student model for discovering and classifying cognitive
_styles based in an evolutionary approach. The model

has been applied in basic arithmetic teaching for
. primary schoo! learners.
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1. Introduction

Traditional education in the classrooms have some
kind of collective fashion, that is, a teacher must instruct
a large group of stwdents giving general explanations
without considering individual needs nor expectations.
Furthermore, the lack of time for lesson customization
and the conflicts between teacher and student’s styles of
learning turn out less effective the education process.

e ..

E———

: Intelligent Tutoring Systems (ITS) have appeared as

' an attempt to solve this problem. They imitate the
teacher behavior detecting specific obstacles for each
Student and presenting suitable information to help him.
For this intent, the system must model the student
Cognitive structures, either if they are right or erronzous,
finding not only the what (what have to be adjusted) but
the how (how to present the contents for the learning to
be acceptable).

In this paper we present an evolutionary approach for
Student modeling that adapts to the student cognitive
Style developing a representation of the student’s
1f—'&i‘ning behavior (talents and preferences such as
Conceptualization and application level, short memory
Performance, favorite didactic material). We have
tested the model taking as reference a pilot group of
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children between 9 and 11 vyears old in 4" course of
primary school.

Next section explains ITS basics, section 3 talk about
cognitive styles, section 4 gives a detailed explanation
of the evolutionary student modeling approach.
experimental results are presented in section 3, and
finally we outline some conclusions.

2. Tutoring Systems
The ITS main components are [1]:

e Tworial module: this module contains fundamental
strategies to teach lessons contents. Additionally.
provides didactics to teach each topic according to
curriculum.

o Expert module: represents the teacher's domain
knowledge. This module provides information about
different mechanisms for helping the student, for
example showing either the right solution or the error
explanation. or showing & counterexample for
disproving of the current solution.

o Student module: this module represents the teacher
information about student knowledge state and his
tvpical method of working (student learner-type or his
preferences).  This  information provides the
fundamentals for decisions the tutorial module has to
make during the learning and teaching process.

2.1. Tutoring module

In our experiments we have designed an ITS for
basic mathematics. that is arithmetic operations such as
addition, subtraction, and multiplication. We have
developed a tutorial module based on an outer space
story that guides the child over a set of worlds in which
he must try out different adventures for resolving
arithmetic problems as he was the hero. The tutorial
includes several hypermedia pages with animations and
interactive questions for the student.




2.2. Expert module

For this module we used a production rule based
expert system in which rules represents knowledge
about student behavior [2]. First we represented
knowledge about arithmetic problem solving in a set of
Generalized AndOr Graph as it helped us to
determinaie the objectives and conclusions of a task.
After that. we reprasented the knowledge in production
rules.

When the student comes up with a wrong answer, the
tutoring  system  attampts to simulate the swudent's
behavior to see how he could gone wrong and therefore
offering advice, which is to some extent the result of a
rexsoning process similar to that of the student [3].

For dealing with uncertainty we use an intuitive

echanism. the tnangular rules method [4]. This
method assigns a cerainty factor 10 each configuration
(s2t of rules that represent a possible answer) and later
applies inference rules to resolve the uncentainty,

2.3, Student module

This module has a diagnostic component for
discovering the smudent model. For extracting
information we follow o methods: mode! macing
(following of the observable behavior) and
reconstruction (requires the inference of non-cbseryvable
actions) [3].

In our ITS. the student model consists of a set of
production rules that reflects his domain knowledge.
The rules could be coarse-grained or fine-grained. When
student’s actions arz marched with a set of rules, it
reflects a model tracing approach. In the model tracing
mode, the system allows the tutor to solve the exercise,
step-by-step. along with the student.

The student model architeciure we used 1s calied the
Perturbarion or Buggy Studemt Model [6] which is
depicted in figure 1. This model seeks out for: (i)
knowledge possessed by the student that 15 not present
in the expert knowledge: and (1) incorrect information
(misconceptions).

The
student

\ student
misconceptions

Figurs 1. The buggy student medel

The buggy student model extends the knowledge of
h2 expert system by means of a bug library, We use a
generative bug library that implements a leaming tree.
Each time the student follows a wrong procedure, the
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bug is searched in the tree through the boughs: if jt 15]1
found. the bug is inserted in one leaf of the tree. y

Traditional student models just represent g L
specific mental process used to resolve a determj,, .
task. Our research is focused in modzling the cognitjy, |
stvle for every student. so the individualization wifj ;8
more adaptive to his needs. Our approach wi| be
detailed described 1n section 4. 8

3. Cognitive and learning styles 2

A learning style is comprised of cognitive, affectiy,
and physiological features that determine how
learner perceives. acts, and responds to the leamjy, i3
environment. It includes the cognitive style
represents the typical way of thinking. remembering and ©
resolving problems of a person [7]. (

Based on research work of Witkin [8] and Kolb (5] =4
we have defined a 3-dimentional space to locating eight
cognitive styles for arithmetic understanding (fig. 2), .

Kolb proposed a theory of experimental learning thay
involves four principal stages: concrete experiences
(CE). reflective  obsenvation (RO).,  abstraci §
conceptualization (AC). and active experimentation =
(AE). He suggested four types of learners (divergent, :
assimilator. convergent. and accommodator) depending
upon their position on these two dimensions. Similarly, =
Witkin proposed two styvles for leaming: analytic and §
kolistic [10]. .

it Holistic/ = :
A v
'..
Accommodator | Divergent o
AE RO [
< P cong 1
Comvergen: Assimilator =
|
A 4
AC

Figure 2, Spatial representation for leaming and leamner styles

Hence we have the following cognitive styles:

o Accomodator Student (AS): he needs to know Wo%
things are made for, he have an intuitive style ©
resolve problems, and primarily he wants to adapt
learning to situations of his own life.

e Convergent Student (CS): his better resource resid®
in the practical application of his ideas. he b3S
know how the things work and learns theory 4
contrasting with sensation experimentation. !
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o Divergent Student (DS): he perceives information
through a concrete testing, he tends to be very
imaginative and emotive; he learns listening to ideas
and sharing them with others,

o Assimilator Stident (SS); he wants to know what
experts think about. he perceives abstract information
and process it in a reflexive way: he shows interest in
abstract concepts.

o Analvtic Srudent (ANS): he is an unbiased and a very
retlexive student. he is inclined to developing of right
solution strategies: he likes visual material.

« Holistic Student (HS): he is a very impulsive learner
who has a good short memory performance; he likes
to participate in groups of people and show
preferences for acoustic material.

For student customization, the tutoring module of our
ITS has different sets of hypermedia material arranged
accordingly with the styles showed before,

4. An evolutionary
student modeling

approach for

Using a reinforcement machine leaming technique
known as Classifier Svstems which is based on a
Genetic Algorithm (GA) [12]. we proposed an approach
for adaptive student modeling. Next we describe briefl:
the classifier system. and then we explain how it has
been designed and applied.

4.1. Learning Classifier Systems (LCS)

Classifier systems were proposed by Holland [11] as
an evolutionary technique for machine learning. Their
architecture is showed in figure 3. They have three
subsystems: rule and message system. credit distribution
system and genetic algorithm.

The rule and message system is a special kind of
production rule system with the following rule syntax:

<classifiers>::=<condition>:<messaga>

Where <condition> and <message > are strings of
d ternary alphabet {0, 1. =} whit "= is a wildcard that
Matches with 2 0 or 1. The <coendition> portion of
the classifiers corresponds to the sensors of the system.
Similarly, the <message> portion is the actuator that
Can activate internal or external actions,

~The credit distribution system is intended to
distribute the reward received by the system from the
nvironment because its actions. Since the whole
s}zsicm has a pool of classifiers for attending to different
Stimuli, there must be an apportionment of credit system
'0 distribute the total system earnings between all
classifiers, It is an algorithm that simulates an economy
“here the privilege to trade information is bought and
S0ld by classifiers. This service economy contains two

main components: an auction (in which each classifier
bets for sending a message) and a clearinghouse (in
which the house pays to those good acting classifiers).

The genetic algorithm works searching for new
classifiers that adapts better to the environment, using
an evolutionary algorithm that follows genetic operators
(selecuion. crossover, mutation) over a number of
epochs. The fitness measure for each classifier is
relaied with the gains or strength it can obtain over its
life.

inforaition
Detectors External mesage =
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| ER s BT Genetic Algorithm
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Figure 3. LCS basic architecture

4.2. Classifier coding scheme for

adaptive student model

We have designed an LCS in the student module of
our ITS for identification of the student cognitive style.
Depending on it the system.will be able to design a
pecdagogical strategy for each individual and will report
a studen: diagnosis to the teacher with respect to a
specific task: thus the customization level of teaching is
more adaptive.

The LCS captures some features of the student
cognitive style through a diagnosis evaluation using the
detectors. This detection is based on the following
aspects:

dl: Exercising level. the percentage of finalized
exercises the student made in each session.

d2: Real circumstances: obtained results when the
student resolve problems situated in a real life
contxt,

d3: Help employment: the percentage of help topics
demand versus total available.

d4: Procedure following: specify if the student has
followed the properly strategy to solve an
arithmetic problem,

d3: Visiting level: the percentage of hypertext nodes
the student visits additionally to the tutoring
classes.



d6: Tools wused: stores the number of tools the

student has used.

d7: Conceptualization level: the percentage of

conceptual questions right-answered.

dS: Navigation stvle: specify the student preference

for supervised or self-organized contents
instruction.

d9: Short memory performance: captures the

persistence or weakness of volatile memory.
d10:[nterference level: indicates if the student
corrsctly identifies forms in the presence of
distracting elements, using and embedded figure
test.

-Consistent information: specify if the student
can detect non-coherent or spurious information
in a problem statement.

d12: Mechanical errors: the number of memorizing
errors that the student has (for example, while
using multiplving tables).

:Reflexiveness vs Impulsiveness: the period of
time the student takes to answer both correct
questions (like ~8*3=247") and wrong questions
(“7-8=167"). Those who takes less than 1.3
seconds has an impulsive thinking process
while those who takes from 1.3 to 3 seconds are
more reflexive (8]

dl

—

dl

tas

The 13 features defined above must be codified in
the <conditions> portion of the classifier; they are
the system detectors. Each detector has the length
{(number of genes) showed in table 1. Hence the total

length of classifier’'s <condition>is 41 bits.

Tasle 1. Condition coding scheme for a classifier
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Similarly, each classifier indicates an action 10
perform in its <message> portion. For the ITS we are
interested in knowing the student cognitive style. Thus
the message portion can be a 3-lenght bit string as
showed in table 2.

4.3. Classifier strength in the ITS

Holland proposed the bucket brigade algorithm as 3, &
apportionment of credit method in the LCS. The myj,
idea is that each classifier maintains a gain quantity &

(stren
with
comp

S(t+l)=5(t)=-B.8i{t)-Ctay,Sit)+R{t)-Tax: 8.8 (t} u}."

Table 2. Message coding scheme for a classifier

Cognitive style Code’
convergent analycic studsnt 0430
convargent holistic student 001
divergent analvtic stud 010

divargent holist
accommodator ar
accommodator h

S

ass lator anal 119
assimilator ho 1y
0

gth) that evaluates its performance in comparisy,
the rest of classifier population. The strength jg
uted as showed in (1),

where:
Slt+d) strength in time e~1.

(zd currently classifier strength. i
B, S(t) = (C...+5idRazio) S(z}+N: the betamount,
Cos bet rate, a value between Oand 1.
sidRatic  classifier specificity level. The more

wildcards the classifier has in his
<conditions. the more general itis.
N normally Gaussian noise.
Coa tax rate for those classifiers who never take
part of an auction. A value among 0 and L
Ric reinforcement  signal given by the
environment because the system action. 1
TaXe4 a tax for those classifiers who always bel

the parameters showed in table 3.

but never win. :

Table 3. LCS parameters used in the ITS

Variable | Value.
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Figure 4. LCS reinforcement based on student scoring

4.4. LCS reinforcement mechanism

The reinforcement received by the LCS from
environment is related with the academic scoring of the
student in different time intervals. The expectad
behavior is that of the student growing its rating as he
interacts  with the ITS which is each time more
customized. If this happened we can conclude the LCS
is making 2 good classification (it must receive a
positive reinforcement), and thus the ITS are presenting
material according to student's learning style facilitating
his leaming process. If not, the LCS is wrong (it must
receive 2 negative reinforcement), and the ITS must
correct its strategy.

Therefore we designed our reinforcement measure as
a function depending on the slope of a straight line drew
betwesn the last evaluation point and the current student
evaluation (see fig. 4). The reinforcement signal in time
tis given by (2):

R(t)=200*m(Fa{t) ) +100 (2)

where m (F (t)) is the slope of the scoring function at
time t. If this slope is negative. it means that the leamner
rating is going down, so the classifiers are doing a bad
identification of his cognitive style; hence, they must be
Penalized with a negative gain. In the other hand if the
slope is positive, the students’ rating is mising, so the
classifiers are doing a good job adapting didactic
contents and their strengths must be rewarded with
Positive gains. Finally, if the slope is zero (the scoring
Témains constant) the system receives Just a little reward
10 encourage better adaptation.

S. Experimental results

In order to find owt LCS performance into the
Ciagnostic component of the ITS student module, first
W2 test it in a pilot group with 20 students. Figure 3
stows the results. The curve is the average of the
Bumber of times for LCS activation (which comprise
Sensing data and action triggering). A learning period
consists of an experimental session with § students for
®2ch cognitive style until it is correctly identified. For
8thering data, each student presents a quiz with 20
SCenarios that represents 13 leamning features. So in
Order to obrain a perfect classification, the LCS requires
<0 activations (each one matching a single question). It
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can be seen how this number decreases with the number
of times the students interact with the ITS.

(%]
(=]
(=]

classifly cognitive style

Number of activations of LOS until

o
L
=
i
-3
=3
s
o

Number of learning periods

Figure 3. Performance measure of the LCS

The next step was 1o apply the trained LCS to the
whole group (178 individuals). The aim of this stage
Wwas to giving the LCS with more diverse reinforcement
signals 50 it can enhance the acquired knowledge. After
two weeks of interactions with students, we measure the
strength distribution across classifiers pool. We found
the results showed in figure 6.

f

4 375
| :

= G Strengih [-1900,1000]
304" B Sirangth [10C1,3000]
2 O Strength {3001,5000]

| [ m3trartn 3001 7000)
OStrangth 7001 5000)
B Strencth [S001,11000]
8 Strenata: [11001,13000]
O Strength [13001 15000

Humber of classifiers

Strength ofClassifiers

Figure 6. Strength distribution after 15,000 iterations (2 weeks)

It can be seen how the bigger amount of classifiers
(373) has the highest gains (16,000). These are the
classifiers who best identify the cognitive style of the
student. Besides, the most used classifiers (those with
strength between 7,500 and 16,000) represent almost
50% of total population. Also the worst classifiers
represent only a small fraction (1.5%) of the population;
this is due to the GA action that encourages good
classifiers and punish up bad ones.

Then we decoded some of the best classifiers to find
out the level of knowledge they achieved for the eight
cognitive styles we have determined. Results are shown
in table 4. A classifier representing, for example, a
Convergent analytic studen:, will show the following
information: exercising level between 70% and 100%.
help employment of 30-60%:; conceptualization level




over 70%; good short memory performance: and
mechanical errors level of 20-50%. This means that the
knowledge discovered by classifiers matches the
learner’s cognitive styles descnbed in section 3. In the
same example. the convergent analytic learner’s

exercising

rating

of 70-100%.
preference for learning by experimentation. Alsg,
has a mechanical error rating of 20-50%. showing

he is very reflexive. Other style classifiers beh,
likewise.

Table 4, Average cognitive features ranges discoverad by LCS fer each cognitive style

demonstrates

Consentions:

SR=Rcul situation. SA=Abstract situation: EE=Error per exorcise: 1P=Customized instruction: 18=Scquential instruction: R=good shon

Yo

1
Student . . J
Coghi Assimilator Assnmllgtor Accomodat | Acommodat, | Convergent | Convergent | Divergent Diverg?nt j
Feature Analytic Holistic Analytic Holistic Analytic Holistic Analytic Holistic :
d1 0-30% 0-30% 70-100% 70-1C0% 70-100% 70-100% 30-70% | 30-70% ] {
d2 SR, SAB0% | SR. SA SR 80% SR 80% SR. SA 80% | SR, SA70% | SR 60% SR60% | |
80%
d3 40%: - 60% | 6C-100% |20 -30% 20 - 50°% 30 - 60% 40 - 60% 40-60% |40 -60% 4
d4 EE:0-3 EE:3-6 EE: 0-2 EE: 4-3 EE:0-1 EE: 2 EE:0-2 |EE:d4-§ |
ds 60% - 100% | 60%-100% | 30 -60% 30 - 60% 70-100% | 70-980% 30-60% [30-~60% | 8
d6 1-5 1-5 10-15 10-15%: 5-12 5-10 1-7 1-7 ]
a7 80-100% | 80-100% |0-30% 0 -30% 70-90% |70 -80% 50 -80% | 50 - 80% |
d8 I 1S 1P 1S 1P 1S IP 1S
dg R NR R NR R NR R NR |
di0 DI ND DI ND o] ND DI ND ]
d11 60 - 90% 30 -60% 70- 100% 0 —45%; 60 - 80% 80 — 80% 50-90% [20-60% |
d12 30 -50% 0-20% 20-30% |0-20% 20-50% |20-30% [20-40% |0-30% |
d13 ECi+15 EC:-1s. EC:+1 8. EC:#1s. EC:-1s: EC: +1s. EC:-1s. |EC:+1s |
EE:#135: EE: %1 s. EE:#is5. EE:#1's EE:#1 5. EE: +1's. EE:+1s. |EE +1s

memory; NR=bad short memeny; Di=detzcts inconsistencies: ND=no detects inconsistencios; EC=correct schemes: EE=wrong schemes.

6. Conclusions

The integration of psvchological theories and Al
techniques could be advantagzous for building of more
adaptive systems for teaching. With this aim in mind
we proposed a genctic approach for tutoring
customizing. We want the system to adapt to the
student cognitive style so the student diagnosis will
agree more with the reality because it will represent not
only the student mental model but his psychological
profile too.

Using L.CS for learning does not require the gujdance
of a supervisor who knows beforehand the optimum
solution (in this case teaching strategies): thus it can
avoid creating extensive and exhaustive pedagogical
knowledge bases. Instead the LCS uses efficient
reinforcement learning. behaving like an autonomous
agent able to experiment and take decisions in arbitrary
environments, adapting uself with an evolutionary
strategy.

In our future work we expect to continue working in
the field of student modeling using Al techniques like
LCS; we are interested in using other approaches for
adjusting the model 10 more appropriate values: for
example. some variables like conceptualization leve!
could be evaluated in a real scale, not in a crisp one
(binary, yes or no). Hence, perhaps a Fuzzy Classifier
Systems could improve the adaptability performance of
the svstam.
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