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Abstract
This paper describes an approach to the use of gradient descent search in genetic pro-

gramming for continuously evolving genetic programs for object classification problems.
An inclusion factor is introduced to each node in a genetic program and gradient descent
search is applied to the inclusion factors. Three new on-zero operators and two new contin-
uous genetic operators are developed for evolution. This approach is examined and com-
pared with a basic GP approach on three object classification problems of varying difficulty.
The results suggest that the new approach can evolve genetic programs continuously. The
new method which uses the standard genetic operators and gradient descent applied to the
inclusion factors substantially outperforms the basic GP approach which uses the standard
genetic operators but does not use the gradient descent and inclusion factors. However, the
new method with the continuous operators and the gradient descent on inclusion factors
decreases the performance on all the problems.

1. Introduction
Since the early 1990s, there has been a number of reports on applying genetic programming
(GP) techniques to object recognition problems (Andre, 1994; Howard et al., 1999; Koza, 1992;
Loveard and Ciesielski, 2001; Song et al., 2002; Tackett, 1993; Winkeler and Manjunath, 1997;
Zhang and Ciesielski, 1999). Typically, these GP systems used either high level or low level
image features as the terminal set, arithmetic and conditional operators as the function set,
and classification accuracy, error rate or similar measures as the fitness function. During the
evolutionary process, selection, crossover and mutation operators were applied to the genetic
beam search to find good solutions.

While the GP approach has achieved some success in a number of application areas, the
performance of the programs evolved in adjacent generations is often unstable. This is mainly
because the GP evolutionary beam search process improves the programs in a discontinuous
way. During the evolutionary process, they did not use the existing heuristics inside individ-
ual programs, for example, the gap between the actual outputs of the programs and the target
outputs.

Gradient descent is a long term established search/learning technique and commonly used
to train multilayer feed forward neural networks (Rumelhart et al., 1986). This algorithm can
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guarantee to find a local minima for a particular task. While the local minima is not the best
solution, it often meets the request of that task. A main characteristic of gradient descent search
is that the solutions can be improved gradually and steadily in a continuous way.

Gradient descent search has been applied to numeric terminals (Zhang and Smart, 2004)
or constants (Ryan and Keijzer, 2003) of genetic programs in GP. In these approaches, gradi-
ent descent search is locally applied to individual programs in a particular generation and the
constants in a program are updated in a continuous manner. However, the programs are still
globally updated by genetic beam search in a discontinuous manner.

1.1 Goals
The goal of this paper is to investigate a continuous approach to the use of gradient descent
search for evolving genetic programs in GP. To apply gradient descent to genetic programs, a
new parameter, inclusion factor, is introduced to each node so that a partial program tree can
be changed according to the gradient of the inclusion factors. To avoid discontinuous updating
of programs in the evolutionary process, a set of new genetic operators are developed. This ap-
proach will be examined on three object classification problems and compared with the standard
GP approach (referred to as the basic GP approach). Specifically, we are interested in:

• How the inclusion factor can be introduced to a GP node and how this factor can be
updated using gradient descent.

• How the new genetic operators can be developed so that the program performance can be
improved based only on gradient descent search on the inclusion factors.

• Whether the genetic programs can be evolved and improved continuously.

• Whether the GP approach with the inclusion factor to which gradient descent search is
applied outperforms the basic GP approach.

• Whether the GP approach with both the inclusion factor and the new operators outper-
forms the basic GP approach.

1.2 Structure
The remainder of the paper is organised as follows. Section 2 presents a brief overview of the
basic GP approach. Section 3 describes the introduction of the inclusion factor and the gradient
descent algorithm applied to the inclusion factor. Section 4 describes the new genetic operators.
Section 5 describes object classification data sets on which the approach is examined. Section
6 presents the experiment configuration and results. Section 7 draws conclusions and describes
future work directions.

2. GP Applied to Object Classification
In the basic GP approach, we used the tree-structure to represent genetic programs (Koza, 1992).
The ramped half-and-half method was used for generating programs in the initial population and
for the mutation operator (Banzhaf et al., 1998). The proportional selection mechanism and the
reproduction, crossover and mutation operators (Koza, 1994) were used in the learning and
evolutionary process.
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2.1 Primitive Sets
For object classification problems, terminals generally correspond to image features. In this ap-
proach, we used pixel level, domain independent statistical features (referred to as pixel statis-
tics) as terminals and we expect the GP evolutionary process can automatically select features
that are relevant to a particular domain to construct good genetic programs.

Four pixel statistics are used in this approach: the average intensity of the whole object
cutout image, the variance of intensity of the whole object cutout image, the average intensity
of the central local region, and the variance of intensity of the central local region. Since the
range of these four features are quite different, we linearly normalised these feature values into
the range [-1, 1] based on all object image examples to be classified.

In addition, we also used some constants as terminals. These constants are randomly gen-
erated using a uniform distribution. To be consistent with the feature terminals, we also set the
range of the constants as [-1, 1].

The function set uses two standard arithmetic operators to be consistent with the new ap-
proach (see table 1 in section 3.1): addition and multiplication. They have the usual meanings
of addition and multiplication with two arguments.

2.2 Fitness Function
We used classification accuracy on the training set as the fitness function. The classification
accuracy of a genetic program classifier refers to the number of object images that are correctly
classified by the genetic program classifier as a proportion of the total number of object images
in the training set.

In this approach, we used a variant version of the program classification map (Zhang et al.,
2003) to perform object classification. This variation situates class regions sequentially on the
floating point number line. The object image will be classified to the class of the region that
the program output with the object image input falls into. Class region boundaries start at some
negative number, and end at the same positive number. Boundaries between the starting point
and the end point are allocated with an identical interval of 1.0. For example, a five class
problem would have the classification map shown in figure 1.

+0.5 1.0 1.5−0.5−1.0−1.5 0

ProgOut

Class 1 Class 2 Class 3 Class 4 Class 5 

_

Figure 1. A variation of the program classification map.

The proposed new approach used the same primitive sets and the fitness function as the
basic GP approach. However, the new approach introduced an inclusion factor into the program
nodes, applied gradient descent search to the inclusion factors, and introduced new continuous
operators. This will be described in section 3 and section 4.

3. Gradient Descent Applied to Program Nodes
In order to make genetic programs improve continuously, gradient-descent search is chosen to
make partial changes of the certain parts of genetic programs during evolution. To do this, we
introduced an inclusion factor to the nodes of the genetic programs. This section describes the
properties of inclusion factors and how gradient descent is applied to the inclusion factors.
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3.1 Inclusion Factors
This approach introduced an inclusion factor to each node except the root in a program tree.
The inclusion factor of a node is defined as a floating point variable ranged from 0 to 1 and
determines the proportion of the node really included in the program. An inclusion factor with
a value of 1 for a node means that the node will be evaluated as normal in the standard genetic
program, while a value 0 means that the node will not be included at all when the node is
evaluated. We expect that with the inclusion factor, certain parts of the whole program can be
updated in a continuous way.

Due to the introduction of inclusion factor, the functions used in the program need to be
redefined. Table 1 shows the return values of the functions with and without the inclusion
factor. In the table, an is the evaluated value of the n’th argument and xn is the inclusion factor
of the n’th argument’s node.

Table 1. Primitive functions with and without inclusion factors.

Primitive Function without Function with
functions inclusion factors inclusion factors
Addition a1 + a2 x1a1 + x2a2

Multiplication a1a2 (1 + x1(a1 − 1))(1 + x2(a2 − 1))

Note that only the multiplication and addition functions are used here. The major consider-
ation is that they are relatively easy to implement and they can meet the requirements of many
relatively uncomplex application problems. While they might not be sufficient for some diffi-
cult problems, this is beyond the scope of this paper. This paper will investigate the idea first
and if the idea works successfully, we will investigate more functions in the future.

3.2 Gradient-Descent of Inclusion Factors
This section describes how to apply gradient-descent search to inclusion factors to improve the
performance of a genetic program.

In this approach, gradient-descent is applied to changing the values of the inclusion factors.
It is assumed that a continuous cost surface C can be found to describe the performance of a
program at a particular classification task for all possible values for the inclusion factors. To im-
prove the system performance, the gradient descent search is applied to taking steps “downhill”
on the C from the current inclusion factor.

The gradient of C is found as the vector of partial derivatives with respect to the parameter
values. This gradient vector points along the surface, in the direction of maximum-slope at the
point used in the derivation. Changing the parameters proportionally to this vector (negatively,
as it points to “uphill”) will move the system down the surface C. If we use xi to represent the
value of the ith inclusion factor and y to represent the output of the genetic program P , then the
distance moved (the change of xi) should therefore be:

∆xi = −α · ∂C
∂xi

= −α · ∂C
∂y
· ∂y
∂xi

(1)

where α is a search factor. In the rest of this section, we will address the three parts — ∂C
∂y

, ∂y
∂xi

and α.
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3.2.1 Cost Surface

We used the sum-squared error as the cost surface C, as shown in equation 2.

C =

∑N
j=1 (yj − Yj)2

2
(2)

where Yj is the desired program output for training example j, yj is the actual calculated pro-
gram output for training example j, and N is the number of training examples.

Accordingly, the partial derivative of the cost function with respect to the genetic program
for training example j would be:

∂C

∂yj
=
∂(

(yj−Yj)2

2
)

∂yj
= yj − Yj (3)

The corresponding desired output Y is calculated as follows:

Yj = class− numclass + 1

2
(4)

where class is the class label of the object and numclass is the total number of classes. For
example, for a five class problem as described in section 1, the desired outputs are −2,−1, 0, 1
and 2 for object classes 1, 2, 3, 4 and 5, respectively.

3.2.2 Partial Derivative
∂yj
∂xi

For presentation convenience, yj will be written as y with the pattern j omitted.
In order to illustrate the calculation of the derivative of the program output by a change in

the value of an inclusion factor, the program shown in figure 2 is used as an example.

Node 2

Node 4

Node 3

Node 5

Node 1

2.1

+

*

F1

1.3

Figure 2. An example program.

If we use Oi to represent the output of node i, then the partial derivatives of the genetic
program with respect to the inclusion factor xi for node i will be (we use node 5 as an example):

∂y

∂x5

=
∂O1

∂x5

=
∂O1

∂O3

· ∂O3

∂x5

=
∂(x2O2 + x3O3)

∂O3
· ∂(1 + x4(O4 − 1))(1 + x5(O5 − 1))

∂x5

= x3 · (1 + x4(O4 − 1))(O5 − 1)

Since x3 and x4 are known andO4 andO5 can be obtained during evaluation of the program,
the formula is readily calculated.

In this way the appropriate derivative for any inclusion factor, in a program of any depth,
can be found using the chain rule and some simple derived operators.
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3.2.3 Search Factor α

The search factor α in equation 1 was defined to be proportional to the inversed sum of the
square gradients on all inclusion factors along the cost surface, as shown in equation 5.

α = η ÷
M∑

i=1

(
∂C

∂xi
)2 (5)

where M is the number of inclusion factors in the program, and η is a learning rate defined
by the user. The intuition behind this is that at learning rate 1.0, if all the inclusion factors are
independent, the new output of the genetic program with the change by this gradient descent
algorithm would be very close to (ideally the same as) the desired target output.

3.2.4 Summary of the Gradient Descent Algorithm

• Evaluate the program, save the outputs of all nodes in the program.

• Calculate the partial derivative of the cost function on the program ∂C
∂y

using equations 3
and 4.

• Calculate the partial derivatives of the program on inclusion factors ∂y
∂xi

using the chain
rule and table 1.

• Calculate the search factor α using equation 5.

• Calculate the change of each inclusion factor using equation 1.

• Update the inclusion factors using (xi)new = xi + ∆xi.

The application of gradient descent on inclusion factors allows for the entire program space
to be searched in a continuous way.

In order to stabilise the gradient-descent search and to reduce the computation cost, not
all inclusion factors are changed on each iteration. Currently the three greatest and three least
components in the gradient vector are used, so a maximum of six parameters are changed in an
iteration.

4. New Genetic Operations for Continuous Evolution
The use of inclusion factor has an important property. When a node has an inclusion factor
of 0, any changes may be made to the node, or its arguments (if it is a function), while no
change will be noticed in the program output. This allows the structure of the program to be
changed in certain ways, while not changing output discontinuously as would normally occur
in the standard GP evolutionary process.

We developed two kinds of operators for continuous variation of programs using this prop-
erty of the inclusion factor: on-zero operators and new genetic operators.

4.1 On-Zero Operators
When an inclusion factor reaches zero (or negative and force to zero) through gradient descent,
one of the following operators is selected and applied:
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• Deletion: The parent of the node with an inclusion factor of zero is replaced by its other
child, as shown in figure 3(a). Note that this is only applied to parent nodes with two
arguments, one of which has an inclusion factor of zero and the other of one.

• On-zero-mutation: The node with an inclusion factor of zero is replaced by a randomly
generated subtree. This operation is shown in figure 3(b).

• On-zero-crossover: The node with an inclusion factor of zero is replaced by a randomly
selected subtree from the population. This operation is shown in figure 3(c).
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Figure 3. Examples using the “on-zero” operators.

4.2 Continuous Genetic Operators
The operators included in this section are applied to programs in the same circumstance as the
normal genetic operators are in standard GP. Each generation, some proportion of the popula-
tion are produced through reproduction (which is the same as in standard GP), some propor-
tion through the new continuous mutation, and some proportion through the new continuous
crossover.

The new continuous mutation operator is applied to a randomly selected node in a selected
program. A mutation point is randomly chosen and the selected subtree in the program is
replaced with a randomly selected function. The original sub-tree at the mutation point then
forms the right child (one argument) of the function with an inclusion factor of 1. A randomly
generated subtree with an inclusion factor of 0 for the subtree root and 1 for all nodes deeper in
the subtree forms the left child (the other argument) of the function. This process is shown in
figure 4(a).
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In the new continuous crossover operator, a crossover points is randomly chosen from a
selected program in the tournament. Similarly to the new mutation operator, a crossover point
is randomly chosen and the selected subtree in the program is replaced with a random function
and the original subtree at the crossover point then forms the right child (one argument) with
an inclusion factor of 1. Unlike the new mutation operator, a randomly selected subtree in the
tournament with an inclusion factor of zero for the subtree root forms the (left) child of the
function. This process is shown in figure 4(b). The new crossover operator is quite different
from the standard one in that the new operation only produces one offspring.
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Figure 4. Examples using the new continuous genetic operators.

It is important to note that these new operators are different in nature from the standard
genetic operators in that they do not change the return value of the programs (output) and the
original output values remain. In this way, the programs are updated continuously according to
the gradient descent algorithm described in the last section. However, the program structures
were changed by these operators and we expect that the advantages of the conventional genetic
operators can stay during evolution and the structure can be updated in a continuous way.

5. Data Sets
We used three data sets providing object classification problems of varying difficulty in the
experiments. Example images are shown in figure 5.

5.1 Computer Generated Shape Data Set
The first set of images (figure 5a) was generated to give well defined objects against a relatively
clean background. The pixels of the objects were produced using a Gaussian generator with
different means and variances for each class. Three classes of 960 small objects were cut out
from those images to form the classification data set. The three classes are: black circles, grey
squares, and light circles. For presentation convenience, this dataset is referred to as shape.
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(a) (b)

(c)

Figure 5. Sample image data sets. (a) Shape; (b) Coin; (c) Face.

5.2 NZ Coin Data Set
The second set of images (figure 5b) contains scanned 5 cent and 10 cent New Zealand coins.
The coins were located in different places with different orientations and appeared in different
sides (head and tail). In addition, the background was cluttered. We need to distinguish dif-
ferent coins with different sides from the background. Five classes of 801 object cutouts were
created: 160 5-cent heads, 160 5-cent tails, 160 10-cent heads, 160 10-cent tails, and the clut-
tered background (161 cutouts). Compared with the shape data set, the classification problem
in this data set is much harder. Although these are still regular, man-made objects, the problem
is very hard due to the noisy background and the low resolution.

5.3 Human Face Data Set
The third data set consists of 40 human faces (figure 5c) taken at different times, varying lighting
slightly, with different expressions (open/closed eyes, smiling/non-smiling) and facial details
(glasses/no-glasses). These images were collected from the first four directories of the ORL face
database (Samaria and Harter, 1994). All the images were taken against a dark homogeneous
background with limited orientations. The task here is to distinguish those faces into the four
different people.

For the shape and the coin data sets, the objects were equally split into three separate data
sets: one third for the training set used directly for learning the genetic program classifiers, one
third for the validation set for controlling overfitting, and one third for the test set for measuring
the performance of the learned program classifiers. For the faces data set, due to the small
number of images, ten-fold cross validation was applied.
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6. Experimental Results and Discussion

6.1 Experiment Configuration
The parameter values used in this approach are shown in table 2. The evolutionary process is
run for a fixed number (max-generations) of generations, unless it finds a program that solves
the classification perfectly (100% accuracy), at which point the evolution is terminated early.

Each generation, the most-fit individual in the population was used to get validation set
and test set accuracies. In results for the shape and coin data sets, the test accuracy given is
the test accuracy at best validation, i.e. the test set accuracy in the generation that had the
best validation set accuracy. Due to the use of a validation set, no overfitting should occur.
Overfitting in a generation will cause bad accuracy on the validation set, so the generation’s test
accuracy will not be used for the results of the run.

In the face data set, due to the lack of a validation set, the results given are simply the best
test set accuracy found in any generation.

The results given are those at convergence, so long as convergence occurs before the number
of generations exceeds max-generations. An indication as to whether convergence is generally
reached by evolutions may be found by comparing the generations statistic in results to the
max-generations value. If they are close, then most runs did not get 100% accuracy on the
training set. However, if the generations statistic is far below the max-generations parameter,
then most runs did get 100% accuracy on the training set and did converge.

Table 2. Parameters used for GP training for the three datasets.

Parameter Names Shape coin face Parameter Names Shape coin face
population-size 300 500 500 reproduction-rate 10% 10% 10%
initial-max-depth 3 4 4 crossover-rate 60% 60% 60%
max-depth 5 7 7 mutation-rate 30% 30% 30%
max-generations 100 100 100 cross-term 15% 15% 15%
object-size 16×16 70×70 92×112 learning rate η 1.0 1.0 1.0

The rest of this section presents a series of results of the new approach on the three object
classification data sets. These results are compared with those for the basic GP approach. For
all experiments, we run 50 times with random seeds and the average results on the test set were
presented.

6.2 Overall Results
For presentation convenience, we used the following terms for the three GP approaches:

• GP-Standard: the basic GP approach with the standard genetic operators. No gradient
descent is used in this approach.

• GP-Inclusion: inclusion factors are introduced to the GP system and the gradient descent
search is applied to the inclusion factors. The standard genetic operators are used in the
evolutionary process. In this approach, the values of the genetic programs are updated
in a continuous way inside a particular generation, but in a discontinuous way across the
whole evolutionary process.
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• GP-Continuous: in this approach, gradient-descent is applied to the inclusion factors
and the new/continuous genetic operators are used in the evolutionary process. The return
values of the genetic programs are updated in entirely continuous way.

Table 3 shows the overall results of the three GP approaches. The first row shows that, the
standard GP system achieved 98.87% accuracy on average on the test set of the shape data set,
the average evolutionary training time was 0.24 seconds and average number of generations
taken in the evolutionary training process was 23.02.

Table 3. Comparison of results of the GP approaches on the three data sets.

Dataset GP used Generations Time (s) Test Accuracy (%)
GP-Standard 23.02 0.24 98.87

Shape GP-Inclusion 11.18 0.33 99.49
GP-Continuous 61.64 3.94 97.23

GP-Standard 55.20 0.35 66.24
Coin GP-Inclusion 62.72 1.49 72.08

GP-Continuous 56.58 2.12 59.60
GP-Standard 5.94 0.02 79.90

Face GP-Inclusion 5.74 0.04 81.60
GP-Continuous 6.49 0.06 73.40

For the shape data set, the three GP approaches achieved 98.87%, 99.49% and 97.23%
accuracy, respectively, showing that the GP approach with gradient descent on inclusion factors
and the standard genetic operators (GP-inclusion) performed the best and the new continuous
GP approach with gradient descent on inclusion factors and the new continuous operators (GP-
continuous) performed the worst. The coin and the face data sets show a similar pattern to the
shape data set.

The results suggest that the introduction of inclusion factors to the program nodes and ap-
plying gradient descent search to the inclusion factors in genetic programs improves the perfor-
mance over the standard GP approach, which is consistent with our hypothesis. This is mainly
because this new approach takes the advantages of both the genetic beam search and the gradi-
ent descent search. While the genetic beam search is still applied to the genetic programs across
the whole evolutionary process globally, the gradient descent search is applied to the individual
programs locally inside a particular generation.

The results also suggest that the replacement of the standard genetic operators with the new
continuous operators weakens the system performance, which is different from our original
hypothesis. While this new method did evolve programs with better fitness gradually and con-
tinuously, it also lost the advantage of the genetic beam search. In other words, this method in
theory only used gradient descent search and degraded the genetic beam search. In addition,
only gradient descent search in GP did not do as good a job as the genetic beam search only in
GP.

The results also suggest that the two new GP approaches need more time to evolve good
genetic programs. In particular, the new continuous GP approach appeared to take much longer
to train the programs. Due to the introduction of the inclusion factors to the genetic programs
and gradient descent search to the inclusion factors, the new approach GP-inclusion spent more
time on a single generation than the standard GP. Due to the introduction of the new on-zero
and new genetic operators, the new approach GP-continuous took even longer time to evolve
good programs in the training process.
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6.3 Results on Mutation Operator
To examine the effect of the new continuous mutation operator, we used a reproduction rate
of 10% and all the rest 90% of programs for mutation. In other words, we did not use any
crossover or other operators in the experiment.

Table 4 shows a comparison of the results on the new continuous mutation operator to the
standard mutation operator. It does this by sliding the proportion of mutations done using the
new method from none to all.

Table 4. Effect of the new continuous mutation operator.

Dataset Rates for Generations Time Test Accuracy
new mutation (s) (%)

0% 15.36 0.67 99.49
25% 13.82 0.59 99.43

Shape 50% 19.94 0.91 99.32
75% 19.68 0.92 99.16
100% 57.60 4.76 97.39
0% 58.84 1.75 69.79

25% 63.10 2.16 70.41
Coin 50% 63.86 2.22 68.60

75% 67.22 2.59 67.32
100% 61.10 2.67 59.44
0% 6.55 0.06 80.50

25% 7.17 0.06 80.10
Face 50% 7.82 0.07 80.55

75% 10.51 0.10 80.20
100% 4.75 0.04 72.35

As can be seen from table 4, if all mutations (100%) are done using the new continuous
operator, the final performance of the system will be reduced. The reduction of performance is
quite substantial in the relatively difficult tasks.

An increase of the rate on the new mutation operator against the standard mutation operator
generally also results in an increase of training time in the evolutionary process.

These results suggest that the new operator has very little positive effect on performance in
terms of the system results. Although it does introduce new genetic materials and give support
to allow the return values of genetic programs updated in a continuous way, it reduces the
system performance overall.

6.4 Results on Crossover Operator
To examine the effect of the new continuous crossover operator, we used a reproduction rate
of 10% and all the rest 90% of programs for crossover. In other words, we did not use any
mutation or other operators in the experiment.

Table 5 shows a comparison of the results on the crossover operator with the standard
crossover operator. It does this by sliding the proportion of crossovers done using the new
crossover operator from none to all.

Similarly to the new mutation operator, if all crossovers (100%) are done using the new
operator, the final performance of the system will be reduced. The reduction of performance is
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Table 5. Effect of the new continuous crossover operator.

Dataset Rate for Generations Time Test Accuracy
new Crossover (s) (%)

0% 13.00 0.26 99.41
25% 18.20 0.45 99.16

Shape 50% 26.26 0.73 98.70
75% 28.50 0.98 98.67
100% 50.60 2.61 96.89
0% 33.42 0.38 61.38

25% 32.04 0.40 59.15
Coin 50% 45.24 0.75 61.40

75% 40.98 0.73 59.96
100% 44.84 1.14 55.66
0% 5.07 0.02 80.65

25% 5.29 0.02 81.15
Face 50% 7.44 0.04 81.20

75% 7.21 0.04 80.05
100% 3.62 0.02 72.05

quite substantial in the relatively difficult problems.
An increase of the rate on the new crossover operator against the standard crossover operator

generally also results in an increase of training time in the evolutionary process.
For the shape data set, as the proportion of crossovers done using the new operator increases,

the performance will be lowered. For the two harder data sets, as long as some crossovers
are done using the standard operator, the performance is very similar. In particular, in the
two harder data sets, the new crossover operators did play certain positive role: if half of the
operators were done with the new crossover operator, the performance could be improved, but
the improvement is very little. This suggests that the new continuous crossover operator can
introduce new genetic materials, but this positive effect is very much offset by the redundancy
introduced by the operator.

6.5 Results for On-Zero Operators
To examine the effect of the on-zero operator, we used the following parameter settings: a
reproduction rate of 10%, a rate of 60% on the new crossover operator, and a rate of 30% on
the new mutation operator.

Table 6 shows a comparison of the on-zero operators, deletion, on-zero-crossover and on-
zero-mutation, on the three data sets.

As can be seen from this table, it seems that these operators has little effect on the accuracy
of the system overall. The most clear trend is that the deletion operator has a small but positive
effect: the system with the deletion operator generally resulted in better performance than with-
out. This is mainly because the deletion operator simplified the genetic programs by removing
the redundancy of certain branch of a program after the inclusion factor of that part reaches zero.
While the on-zero-crossover and on-zero-mutation operators introduced new genetic materials
to a program, this effect was largely offset by the redundancy.
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Table 6. Effect of the on-zero operators.

Dataset On-zero operators Generations Time Test Accuracy
Delete Mutation Crossover (s) (%)

off on 58.68 8.09 96.86
off on off 61.18 5.89 96.26

on 58.22 7.09 96.97
Shape off off 61.64 3.94 97.23

on on 60.16 6.35 96.14
on off 56.78 3.67 95.35

on 59.02 6.32 97.21
off on 39.18 3.28 54.31

off on off 50.12 2.84 55.54
on 41.08 3.18 55.98

Coin off off 55.38 1.81 58.25
on on 51.12 3.06 56.01

on off 56.58 2.12 59.60
on 50.72 3.06 56.34

off on 4.44 0.07 72.30
off on off 3.71 0.04 72.20

on 5.29 0.08 72.60
Face off off 5.83 0.05 73.30

on on 6.87 0.09 73.00
on off 6.49 0.06 73.40

on 5.65 0.08 72.80

7. Conclusions
The goal of this paper was to investigate a continuous approach to the use of gradient descent
search for evolving genetic programs in GP. The goal was achieved by introducing an inclusion
factor to the program nodes, applying gradient descent search to the inclusion factor, and devel-
oping and applying new continuous genetic and on-zero operators to the programs across the
evolutionary process.

During the development of this approach, two new methods, standard GP operators with the
gradient descent search applied to the inclusion factors (GP-inclusion) and the new continuous
GP operators with gradient descent search on the inclusion factor (GP-continuous), were ex-
amined and compared with the standard GP approach on three object classification problems
of varying difficulty. The GP-inclusion method, which applied the genetic beam search glob-
ally across the whole evolutionary process and applied the gradient descent search locally to
the individual programs inside a particular generation, greatly outperformed the the standard
GP approach. However, the GP-continuous method decreased the performance on all data sets
because it removed advantages of the genetic beam search from the evolution. The results also
suggest that GP with the gradient descent search only cannot perform as well as the GP with
genetic beam search only.

The majority of the new continuous operators developed here had very little positive effect
due to adding new redundancy to the programs. The deletion operator, on the other hand,
did play a positive role during evolution since it removes the unnecessary redundancy in the
programs when the inclusion factor of a certain part becomes zero.
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For future work, we will add more functions such as subtraction, protected devision and
conditional operators to the function set. We will also investigate different ways of applying
gradient descent search on inclusion factors and compare this approach with the approach of
applying gradient descent search to numeric terminals only. We will also examine how the use
of gradient descent of inclusion factors may affect the types of structures evolved.
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