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ABSTRACT 
Drugs discovery & design is an intense, lengthy and 

consecutive process that starts with the lead & target 

discovery followed by lead optimization and pre-clinical in 

vitro & in vivo studies. This paper throws light on different 

computational techniques that play a vital role in the drugs 

discovery & design process. Earlier, computational techniques 

are use in the field of computer science, electrical engineering 

and electronics & communication engineering to solve the 

problems. But, now day’s use of these techniques has changed 

the scenario in drugs discovery. & design from the last two 

decades. This paper present brief description of different 

computational techniques such as Particle Swarm 

Optimization, Ant Colony Optimization, Artificial Neural 

Network, Fuzzy logic, Genetic Algorithm, Genetic 

Programming, Evolutionary Programming, Evolutionary 

Strategy and also provide a tabular comparison of these 

techniques as well as a list of computational tools/ software. 

Keywords: Biological Inspiration, Computational Techniques, 

Fitness Function, Programming, Optimization 

1. INTRODUCTION  

The traditional approach through which drugs were 

discovered mainly based on hit and trial method, like plant-

based medicines, serendipity (penicillin) and chemical 

modification. But there has been major change in the field of 

drug discovery & design in the previous two decades. In the 

post-genomic era, rational drug discovery is a major approach 

for discovering and designing new drugs. Generally, 

experimental techniques are costly, time-consuming, and 

involve the use of animals for testing. Therefore, computer-

based in silico models are alternate to experimental models.  It 

is estimated that a drug from concept to market would take 12 

years and cost more than US$800 million on an average [1]. 

For every 5,000-10,000 compounds that enter the research and 

development (R&D) pipeline, ultimately only one receives 

approval [2]. Several new technologies such as genomic data, 

chemical genomics, high throughput screening in the drug 

discovery process and computational tool/software have been 

developed and applied in drug discovery & design, to short 

the research cycle and to reduce the expenses. Computer-

aided drug design (CADD) is one of such evolutionary 

technologies [3]. In the present time, drug design is based on 

disease models. Drugs discovery and design is a very complex 

process for the pharmaceutical companies because it is 

comprehensive, expensive, time-consuming and full of risk. 

The process consists of many steps that are shown in figure 1. 

 

 

 

 

 
Figure 1: Key steps in Drug discovery and Design process 

This paper provides an overview of computational technique 

use in drugs discovery and design. The next section describes 

the different computational technique such as genetic 

algorithms, genetic programming, evolution strategies, 

evolutionary programming, fuzzy logic, artificial neural 

network, PSO and ACO. Section 2 provides a comparative 

analysis of computational technique in the tabular form. 

Section 3 provides the brief summary of computational 

tools/software use in drugs discovery and design.   

2. COMPUTATIONAL TECHNIQUES:  

    AN OVERVIEW 

Bacterial and viral infections like polio, small pox, 

tuberculosis, AIDS and related diseases that were once life 

threatening, now have become minor public health concerns 

only because of new computational techniques that help in 

discovery and designing of new potent drugs. Drug therapy 

has changed the fabric of society by improving both 

individual quality of life and life expectancy. Computational 

techniques shorten the discovery timeline and rationalize the 

design. Computational techniques play remarkable role in the 

drug design process. These techniques help in the designing of 

novel, innovative therapeutic agents that are both safe and 

effective. Computational techniques form the core of structure 

based drugs design. With the help of data management 

software, high performance computing and internet, it is 

possible to transform massive complex biological data into a 
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workable knowledge that can be used in modern drug 

discovery process. These techniques increase the possibility of 

success in the drug discovery process like from the 

identification of targets and elucidation of their functions, 

discovery & development of lead compound with desired 

pharmacological activity. 

2.1. Genetic Algorithm 

 Genetic algorithm is a searching technique that is used to find 

approximate solutions for optimization and search problems.  

The genetic algorithm is proposed by John Holland in the 

1960s [4, 5]. The genetic algorithms are the sub class of 

evolutionary computations. They are stochastic optimization 

methods and provide a powerful means to perform directed 

random searches in a large problem space as encountered in 

chemo metrics and drug design [4]. A genetic algorithm needs 

two things to be defined i.e. genetic representation of 

solutions and fitness function. To solve any problem, the first 

requirement is to draw the genetic representation. After the 

genetic representation the second requirement is to define a 

fitness function for the problem. The different problems have 

different type of fitness function. The Genetic Algorithm 

starts with the initialization of the population of solutions 

randomly and several individual solutions are randomly 

generated to form an initial population. The size of population 

relay on the nature of problem. It may consist hundreds or 

thousands of individual solutions. In the next, the fitness 

function is evaluated for each individual population. The last 

step is the reproduction of population. In this step the genetic 

operator such as selection, crossover and mutation are applied 

to generate the next generation of population. In drugs 

designing, a molecule is defined as input to GA and a binary 

string is used to code the molecule. A large number of the 

solution is generated by using genetic operator. The best 

population is selected and further used to generate the new 

population until a desired solution is reached. 

 

 
Figure 2: working of genetic algorithm 

2.2. Genetic Programming 

GP is the variant of the genetic algorithm. The GP is proposed 

by the John Koza [6, 7]. John Koza successfully applied 

genetic algorithms on LISP to solve a wide range of problems. 

Koza was defining the six steps to solving a problem using 

genetic programming. 

1. Choosing the terminals. 

2. Functions 

3. Fitness function  

4. Control parameters 

5. Termination criterion 

6. Determining the architecture i.e. program's automatically 

define functions (ADFs) 

GP implements the Darwin theory of evolution as a computer 

program. These programs are written in the programming 

language. So the GP follows are the rule of the programming 

language and represent the solution in the form of parse tree 

that can be shown in the following figure. The GP is similar to 

the genetic algorithm but the possible solution can be coded as 

computer program rather than the binary strings. The mutation 

can be described as following 

 

 
 

Figure3 shows the evaluation of new population from 

previous population 

2.3. Evolutionary Strategy 

ES was developed by Rechenberg and Schwefel [8, 9]. 

Basically ESs was designed for parameter optimization 

problems. During the developmental period of ES, a series of 

strategies were explored which can be listed as follows [10]: 

 (┌, ┌) random walk 

 (┌ +┌) one parent → one child - select from all 

 (μ+┌) multi-parent → one child - select from all 

 (μ+ λ) multi-parent → multi-child - select from all 

 (μ , λ) multi-parent → multi-child - select from 

children 

The signification of the strategy can be defined as:   

( )  Represent the two successive generations. 

 ,  Represent the selection method from only one 

child. 

 +  Represent the selection method from the pool 

i.e. parent and child. 

 ┌  Represent the only one individual. 

 μ   Represent the populations of parent. 

 λ   Represent the populations of children. 

The above discussed strategies are used to define the 

successive generations of individuals. An individual is 

encoded through the real numbers. Each individual consist the 

strategy parameters. Each of these object parameters can be 

mutated individually by an amount based on the associated 

standard deviation recorded in σ. The strategy is further 

enhanced by the addition of rotation angles α which orient the 

direction of most extreme mutation based on the variances 

and covariance of the expected sets of mutations [5]. Mutation 

is the primary operator in the ES and works upon strategy 

parameters as well as object variables.  

2.4. Evolutionary Programming 

EP is a sub branch of EA. Fogel was proposed evolutionary 

programming as a means to develop artificial intelligence and 

argued that intelligent behavior requires both the ability to 

predict changes in an environment, and a translation of the 

predictions into actions appropriate for reaching a goal [11, 

12].  In EP, a finite state machine is used to represent the 

individuals. A finite state machine processes the state with the 

input symbol and produced the new state and output symbol. 

Finite state machine consists of four tuple. These tuple can be 

defined as 
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 Q  Set of finite states 

 ∑  Set of input symbol  

 ∆  Set of output symbol 

 Δ Transition function  

Transition function plays the important role in the finite state 

machine. It performed the mapping of the current state with 

an input symbol and produced the next state that can be act as 

next generation. The fitness of an individual is calculated by 

presenting sequentially to the finite state machine the symbols 

in the environment and observing the predicted output [13]. 

 

 
Figure:4 A Finite state machine with the state (q1, q2, q3, 

q4).  
The input symbol belongs to the set (0, 1) and the output 

symbol belongs to the set (a, b, m). The labeled edge 

represents the transition from one state to another state. The 

double circle state represents the initial state. 

2.5. Fuzzy Logic 

Fuzzy logic is the science of reasoning, thinking and inference 

that recognizes and uses the real world phenomenon that 

everything is a matter of degree [14]. The original idea of 

fuzzy logic comes from a paper published by the Zadeh [15]. 

Fuzzy set is differing from traditional set theory i.e. fuzzy set 

has unsharp boundaries. So the traditional set theory has either 

value 0 or 1 but in fuzzy set the value is lie in between 0 ≤ µ ≥ 

1 where µ is the membership function. Most important 

characteristic of fuzzy logic is fuzzy inference. Fuzzy 

inference systems based on fuzzy set theory are considered 

suitable for dealing with many real world problems, 

characterized by complexities, uncertainties, and a lack of 

knowledge of the governing physical laws [16]. The most 

important application of fuzzy set theory is the fuzzy rule-

based models, where the relationships among system variables 

are modeled using linguistically interpretable rules [17]. 

Fuzzy logic can be especially useful in describing target 

properties for optimizations [18]. For example, the formulator 

might be seeking a tablet disintegration time of 200 s, i.e. any 

value less than 200 s has a desirability of 1 ( i.e. 100%). But a 

tablet which disintegrates in 210 s is not entirely undesirable 

(as crisp logic would insist), and instead might be assigned a 

desirability value of 0.9. Fuzzy logic also used in process 

control with help of fuzzy if then rule. The figure 5 shows the 

membership function for temperature i.e. low, medium and 

high. 

 

 
Figure 5: Fuzzy logic representation of temperature 

 

The basic steps of the fuzzy set in the process modeling 

described as 

 Arrange the input and output dataset. 

 Clustering the output set 

 Map the fuzzy  inputs to the output  

 Identify the  significant variables 

 Use the rule base in inference 

The figure 6 shows the difference between crisp set and fuzzy 

set use in pharmacodynamic modeling [14].        

 

 
 

Figure 6:  shows Difference between the crisp set and 

fuzzy set. 

2.6. Artificial Neural Network  

Neural network can be defined as networks of neuron. The 

biological inspiration of neural network comes from the 

nervous system of human being especially the human brain. 

Basically the neural network consist the two elements:- 

 Processing Elements 

 Connection Weight 

Now, the term artificial neural network can be defined as a 

computer science paradigm that makes use of an abstract 

modeling of the neuronal structure of the brain as a tool for 

pattern recognition [19, 20, and 21].  Another way to describe 

the artificial neural network is a mathematical model to design 

for processing the information and knowledge acquisition 

such as human brain. The mathematical model of ANN 

consist large number of artificial neuron that are used to take 

the input signals and generate the appropriate output signal. 

The figure 7 showed a systematic architecture of two layers 

ANN. 

 

 
Figure 7: architecture of two layers ANN 

 

Neural networks can be applied to four basic types of 

applications [4]: 

• Association; 

• Classification (clustering); 

• Transformation (different representation); 

• Modeling.   

The ANN has large number of application that is used in 

pharmacy and life sciences. The table 1 provides a 

summarized way of ANN application [22]. 
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Table 1: Summary of ANN applications: 

 

Network Type/ 

Architecture 

      Main Applications 

Supervised 

 Multilayer feed-

forward (BP) 

 

 

 

 

 Recurrent 

networks       

                                    

 Encoder 

networks 

(ReNDeR) 

 

 non-linear 

modeling of 

QSAR, 

prediction of 

molecule 

activity and 

structure, 

pattern 

recognition, 

classification, 

signal filtering, 

noise reduction, 

feature 

extraction 

 sequence and 

time series 

analysis 

 data 

compression, 

factor analysis, 

feature 

extraction  

Learning vector 

quantization 

auto-

associative 

recall, data 

compression 

 

Unsupervised 

 Kohonen self-

organizing map 

 

 Hopfield 

networks      

 

 Bidirectional 

associative 

memory (BAM) 

 

 Adaptive 

resonance theory 

(ART) models                                                            

 

 clustering, data 

compression, 

visualization 

 

 auto-

associative 

recall, 

optimization 

 

 pattern storage 

and recall 

(hetero-

association) 

 

 clustering, 

pattern 

recognition 

 

Hybrid 

 Counter 

propagation 

networks  

 Radial basis 

function (RBF) 

networks      

 Adaptive 

resonance theory 

(ART) models                                                          

 

 function 

approximation, 

prediction, 

pattern 

recognition 

 function 

approximation, 

prediction, 

clustering 

 similar to ART 

and BP-

networks 

2.7. Particle Swarm Optimization 

PSO is population based stochastic optimization method 

inspired by observation of swarms of insect, shoals of fish,  

bird flocking etc [23]. There are the million of insect and 

living creature on the earth as well as in the sea. Each creature 

posses the unique characteristic that characteristic makes the 

difference between these. The creature/insect has its own way 

to find food, save itself to the attack and survival for life. This 

collective and social behavior of living creatures motivated 

researchers to undertake the study of the insect/creature. 

Creatures such as fish schools and bird flocks clearly display 

structural order, with the behavior of the organisms so 

integrated that even though they may change shape and 

direction, they appear to move as a single coherent entity [24]. 

A swarm can be viewed as a group of agents cooperating to 

achieve some purposeful behavior and achieve some goal 

[25]. In principle, PSO is a multi agent parallel search 

technique. The particles are entities which fly in the multi-

dimensional search space. Each particle has a position and a 

velocity in the multi dimensional search space that can be 

represented as Pi and Vi. The position a particle in the search 

space represents a trial solution of the problem. It considers 

that a particle/swarm moves over the solution space, and 

particles are evaluated according to some fitness criterion. 

The movement of each particle depends on two points:- 

 Particle best position since the algorithm started 

(pBest).  

 The best position of the particles around it (lBest) or 

of the whole group(gBest) 

In each iteration , the particle changes its velocity towards 

pBest and lBest/ gBest. So the swarm explores the solution 

space looking for promising zones [26]. PSO is applied with 

success to difficult problems, such as feature selection for 

gene expression data [27, 28] identification of the global 

minimum geometry of chemical compounds [29], enzyme-

inhibitor docking [30], QSAR [31], and protein motif 

discovery [32]. 

 

2.8. Ant Colony Optimization 
Ant Colony Optimization (ACO) is a meta-heuristic algorithm 

inspired by the foraging behaviors of ants and developed by 

Marco Dorigo (Milan, Italy), and others in early 1990s. 

Basically the algorithm is based on a series of random 

decisions (by artificial ants) and probability of decisions 

changes on each iteration. 

 
 

Figure8: shows the ant colony and behavior of ant 

 

An ant’s decision to perform a task depends on the physical 

state of the environment and the social interactions with other 

ants.  The behavior of artificial ants is inspired from real ants: 

they lay pheromone trails (obviously in a mathematical form) 

on the graph edges and choose their path with respect to 

probabilities that depend on pheromone trails [26]. Basically 

the ant algorithm are use to solve the discrete search space 

problem such as TSP, Routing, Job shop scheduling. But 



International Journal of Computer Applications (0975 – 8887) 

Volume 51– No.10, August 2012 

11 

ACO is use in protein folding, protein ligand docking and 

conformational analysis of flexible molecules [33]. 

Tabular analysis of computational technique is performed in 

annexure-1 at the end of paper. 

3. DRUGS DESIGN SOFTWARE &  

    TOOL  

The increasingly use of computational tools has brought the 

new revolution in drug discovery and design process. 

Computational approaches are designing the new drug faster 

and more economical as compare to traditional method. Due 

to the rapid advancement in hardware and software, large 

number of drugs discovery & design software and 

computational tools are developed. So, the use of 

computational tool/software in the drugs design and 

discovery, computers become an important part of drug 

design & discovery process and achieves their goals quickly 

& more efficiently. Software tool/packages are vary from 

modeling programs to virtual reality, explore more structural 

options and predictions of properties of new compounds. 

Computational tools are used in the target discovery, hit 

identification, hit-to-lead, and lead optimization phases of a 

drug discovery process. Here is a list of computational tools 

that are used in drug discovery and design process. A detailed 

list of various software with utilities, i/p format and required 

platform is provide in annexure-2 at the end of paper. 

4. CONCLUSION 

This paper deals with the scope of nature inspired 

optimization technique in drugs designing and discovery. The 

main objective of paper to describe the various computational 

techniques that are used in drugs discovery & designing. How 

these techniques applied in drugs discovery and what are the 

pros & cons of particular techniques in drug discovery & 

designing. Table 1 provides parametric comparison of 

computational techniques that are used in this paper. These 

techniques are compared on certain parameter such as 

methodology, fitness function, inspiration and application in 

pharmacy etc. This paper also deals with the list of various 

software tools that are used in Drugs Discovery & Designing. 

Table 2 provides a brief description of software tools that are 

used in   pharmacy field and also provide information on 

utilities of these tools & input /output format of these tools. 
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Annexure-1: Tabular Analysis of Computational Techniques 

Sl. 

No. 
Parameter Genetic 

Algorithm 

Genetic Programming Evolution Strategies 

 

Evolutionary 

Programming 

 
1 Inspiration  Theory of Evolution Darwin Theory of Evolution Darwin Theory of Evolution Darwin Theory of Evolution 

2 Technique stochastic  optimization  
methods 

stochastic  optimization  
methods 

Parameter optimization 
problems 

variable optimization 

3 Developer(s)/ 

Proposer(s) 

Johan Holland John Koza Rechenberg  and 

Schwefel 

L. J. Fogel 

4 Year 1975 1992 1973 1966 

5 Methodology  Set of solution Called 

population 

 Defined a fitness 

function 

 Select a population 

 Produce another 
population 

 Compare with 

Criterion Function 

 Stopping condition. 

 Generate initial 

population for 
individuals. 

 Evaluate fitness function 

of population. 

 Compare with criteria 

function 

 Generate new fitness 

function using 
o Selection 

o Recombina

tion 
o Mutation 

 Find Best individual. 

 Each individual has a list of 

real numbers, are called the 
object variables of the 

problem. 

 Each individual contains a 
number of strategy 

parameters. 

 Strategy parameters    are 
used to control the   behavior 

of the mutation operator. 

 In each iteration, offspring 

are generated from a 
population. 

 Recombination operator 

produces one child and 
requires two parents for each 

object variable and strategy 

parameter in the child. 

 Parents are selected 

randomly from the current 
Population. 

 

 

 A current population of m 

individuals is randomly 
initialized. 

  Fitness scores are assigned to 

each of the m individuals. 

 The mutation operator is 

applied to each of the m 
individuals in the current 

population to produce m 

offspring. 

 Fitness scores are assigned to 

the m offspring. 

 A new population of size m is 

created from the m parents 

and the m offspring 
    using tournament selection. 

 If the termination conditions 
are satisfied exit, otherwise go 

to step 3. 

6 Fitness 

function 

 Fitness function 

varies problem to 

problem. For 
example, in  multi-

dimensional opti- 

   mization the    
   objective function is  

   a weighted  sum of  
   the desirability of 

   each of the  

   properties. 
 

 

 Fitness function :- 

=   OK/OK+ 

contI*NOK/cont_A/contA+

NOK_I 
 

Where 
OK – right activity prediction 
 
NOK_A-  is the wrong 

prediction of active compound. 

 

NOK_I-  wrong prediction of 

inactive compound. 

 

ContI -is the total number of 

inactive compounds. 

 

ContA - is the total number of 

active compounds 

 Each individual is coded in 

the form of a vector a , which 

has three component parts: 

 
where; 
 

 

 
 

 Payoff function, which 

measures the accuracy of the 

prediction. 
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Sl. 

No. 
Parameter Genetic 

Algorithm 

Genetic Programming Evolution Strategies 

 

Evolutionary 

Programming 

 
7 Application  

in Pharmacy 

 Automated genera  -   
  - tion of  small    

  organic molecules, 

 Enable automated  
   docking. 

 Assemble Drug- 
   derived building  

   blocks 

 Enables the flexible  

  alignment of multiple  

  molecules 

 Protein structure  

  prediction 

 In Cheminformatics and 
QSAR. 

 In Bioinformatics 
 

……………………….  Design of molecule libraries. 

 In conformational analysis. 

 In molecule superposition and 
pharmacophore detection. 

 To finding quantitative 
structure-activity relation. 

8 Advantage  Improved the   
  predictive  value of a  

  QSAR model by  

  variable selection- 

 In comparative  

  molecular field  
  analysis. 

 Operate on fixed  
  length strings which  

  contain binary values. 

 Combines the flexible 
problem representation 

with a powerful search 

mechanism. 

 Requires minimum 

assumptions. 

 Predict some other 

property of chemical by 
given known properties. 

 In the field of parametric     
 optimization. 

 Operate on fixed length  

  strings which contain real  

  values. 

 ES use a deterministic  
 selection. 

 Best suited to parametric  
  optimization. 

 Operate on fixed length strings 

which contain real values. 

 

9 Disadvantage  If the population size 
is too small, the genetic 

algorithm may not 

explore enough of the 
solution space to 

consistently find good 

solutions. 

 Rate of genetic change 

is too high or the 
selection scheme is 

chosen poorly, 

beneficial schema may 
be disrupted. 

 Difficulty to dealing 

the problems with 
deceptive fitness 

functions. 

 Premature 
convergence 

 No guarantee to find the 
suitable solution. 

 Large amount of Computer 
power required for large 

genetic program. 

 Reduce the genetic 
diversity contained in 

larger trees. 

 It is time consuming, and 
its application is less well 

understood in the 
formulation domain. 

 

……………………….. 
 Rare in computational 

chemistry. 

 Evolution is wholly dependent 
on the mutation operator. 

10 References [4, 18, 34, 35, 36, 37, 
38] 

[6, 7, 13, 18, 39] [8, 9, 11, 12, 40] [11, 41, 42, 43] 
 

 

 

Table 2: Parametric comparison of different computational techniques 

 
Sl

. 

N

o. 

Parameter ACO Artificial Neural Network Fuzzy Logic Particle Swarm Optimization 

1 Inspiration Inspiration of real world Ant 

behavior. 
 Characteristics of the 

biological neurons in the 

human brain and nervous 

system 

Based on A is not -A Behavior of Swarm in the 

nature such as bird, fish 

2 Technique population-based 

stochastic search method 

……………………….. ----------------------- Stochastic optimization 

Method 

3 Developer(s
)/ 

Proposer(s) 

M  Dorigo Alexander Bain and 

William James 1873 and 

1890 
 
 

Lotfi  Zadeh, 1965 Dr. Eberhert and Dr. Kennedy 
1995 

4 Methodolog

y 

…………..  Artificial neural network 

creates a model of 

neurons. 

 Provide connections 

 Fuzzification of crisp 
input. 

 Rule evaluation on 
fuzzified input. 

 Aggregation of rule 

 Initialize each particle 

 Calculate fitness function 

for each particle. 

 Compare the fitness value 

with another calculated 
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Sl

. 

N

o. 

Parameter ACO Artificial Neural Network Fuzzy Logic Particle Swarm Optimization 

between neurons. 

 Trains the model to 

associate output neurons 

with input neurons. 

 Generate relevant output 

for a set of input data. 

output i.e. unification. 

 Defuzzification of 
output i.e. obtained 

crisp value from fuzzy 
output. 

fitness value. The best value 

set as p Best. 

 Choose the particle with 

best fitness value to provide 
g best 

 Calculate particle  

velocity 
Update particle position 

5 Fitness 

Function 
 Probabilistic transition rule: 

 

 The o/p of neuron can be 

represented as: 

 
Thrre type of activation 

funcation use in NN. 

 Threshold 

Function 

 Linear function 

 sigmoid function 

 

 Membership  

Function: 

 

µA(x) : X  {0, 1} 

 

 where   

µA(x) = 1 if x is totally 

in A; 

 

µA(x) = 0 if x is not in 

A; 

 

0 < µA(x) < 1 if x is 

partly in A. 
 

 

……………………… 

6 Applicatio

n  in 

Pharmacy 

 Feature selection for 

QSAR models. 

 Identify optimum 

parameters for QSAR 

models. 

 In protein-legends docking. 

 To identify the best 

regression. 

 2D-HP protein folding 

 Classification and 

modeling of 

chemotherapeutic agents, 

anti-bacterials, anti-

neoplastics and anti-

fungal. 

 Prediction of hepatic drug 

clearance. 

 QSAR study of HIV-1 

reverse transcriptase 

 lead discovery and 

analysis of   multi-

dimensional data 

 in the field of genomics 

is gene 

prediction 

 

 Medicine (Drug 
Addiction) & Bio-

Informatics. 

 Mechanical control of  
   drug delivery devices. 

 Pharmacokinetic  
    modeling. 

 Effectively putting 
clinical practice 

guidelines into 

Operation.   

 Classifying potential 

risk  
    factors for strokes. 

 To select a few (typically 

3-7) features as inputs to 

QSAR. 

 Refine the cluster in Bio 

informatics. 

7 Advantage  Discover classification 

rules. 

 Provides good solutions if 

the simulations use a 

sufficient number  of ants 

to evaluate all features in 

different combinations 

 Accurately predicts 

results when the response 

variables are highly non-

linear. 

 More accommodating to 

sparse and noisy data than 

statistical modeling 

packages.  

 Fast and can lead to 

saving in both time and 

cost of product 

development.  

 

 To improve decision-
making in   radiation 

therapy. 

 To control 
hypertension during 

anesthesia. 

 To determine flexor-
tendon repair 

techniques. 

 To detect breast 

cancer,  
 lung cancer, or 

prostate  

 cancer. 

 To assist the diagnosis 

of central nervous 

systems 
tumors(astrocytictumo

rs). 

 Near-optimal solutions 

   could be found much   

   faster than by using a  

   random search. 

 Perform feature selection 

efficiently in data sets 

with large numbers of 

feature. 

 Solving a wide range of 

different applications  

without expensive human 

up front design. 

`8 Disadvant

age 

 Probability distribution 
change by iteration. 

 Retains memory of entire 
colony instead of last one. 

 Relationship cannot be 

expressed easily in 

mathematical form. 

 Primary risk in 

developing a model is 

overtraining. 

 Fuzzy logic modeling 
is not appropriate in 

every situation.  

 Less able to deal with 

the imprecision 

associated with large 
amounts of missing 

 Difficulty in choosing    

parameters for the back 

propagation. 

 Do not have a guarantee 

of success 
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Sl

. 

N

o. 

Parameter ACO Artificial Neural Network Fuzzy Logic Particle Swarm Optimization 

data. 

9 References [3 ,33] [19, 20, 21, 22, 44, 45, 46, 47, 
48] 

[1],[2];[3].[4],[5],[6],[7], 
[32],[39],[40],[41], [42] 

[14, 15, 16, 17, 18, 49, 50, 51, 
52, 53, 54, 55] 

 

 

Annexure-2: List of Various Software that are used in Drugs Discovery & Designing. 

 
S.

no 
Software 

Company/ 

Institution 
Utilities and URL 

I/P format Platform 

1 

InsightII, 

Discovery studio 

Cerius 

 

    Accelrys 

 Molecular modeling and de novo 

drug design. 

http://www.accelrys.com/products/ins

ight/ 

 Computational models for the 

prediction of ADME properties 

derived from chemical structures.. 

http://www.accelrys.com/products/ce

rius2/ 

.msi,. xtl, 

.car, .mdf, 

.dat, .fdat, 

.mol, .mdl , 

.pdb 

 IRIX, UNIX, 

LINUX, 

WINDOWS 

2 Sybyl Tripos 

 Computational informatics software 

for drug discovery. 

http://www.tripos.com/ 

PDB, mol, 

mol2 

Windows/Linux 

3 

Molecular 

Operating 

Environment 

(MOE) 

Chemical Computing 

Group 

 Bioinformatics, cheminformatics, 

protein modeling and structure-based 

design. 

 High throughput lead discovery and 

molecular modeling and simulations. 

http://www.chemcomp.com/ 

 

SD 

Windows 

2000/XP/Vista/

Windows 7, 

Linux, Mac OS 

X , Sun Solaris 

10, Silicon 

Graphics Irix 6.5 

, Unix 

4 
Glide, Prime, 

Maestro 
Schrödinger Inc. 

 Provides a complete suite of 

software’s that addresses the 

challenges in pharmaceutical research 

http://www.schrodinger.com/ 

.PDB, 

.IN,INP 

Linux, Windows 

or Mac 

5 Bio-Suite 
Tata Consultancy 

Services Ltd 

 Genomics, protein modeling and 

structural analysis, simulation and 

drug Design. 

http://www.atc.tcs.co.in/biosuite/ 

 

……. 

 

   …………… 

6 Sanjeevini 
Indian Institute of 

Technology, New Delhi 

 Active site directed drug design 

http://www.scfbio-

itd.res.in/research/drugdesign.htm 

PDB  ………….. 

7 SQUAD  ………………….. 

 Constructs dynamic models of 

signaling networks, user-friendly 

       graphical interface 

      http://www.enfin.org/dokuwiki/do    

      ku.php?id=squad:start 

XML, 

Text file 

SBML 

 Windows, Linux  
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8 
CellNetAnalyzer 

 

Developed by Steffen 

Klamt and Axel von 

Kamp at the Max Planck 

Institute for Dynamics of 

Complex Technical 

Systems. 

 Analyze signaling, regulatory and 

metabolic networks. 

       http://www.mpimagdeburg. 

       mpg.de/projects/cna/cna.html 

 

ASCII Linux (32-bit), 

Windows XP 

(32-bit),  Intel 

Mac 

9 BioTapestry 

Devloped at the Institute 

of Systems Biology in 

Seattle, collaboration 

with the Davidson Lab 

 Analysis and modeling of large 

biological networks 

CSV 

Tabular 

Linux, Windows 

and Mac 

10 SBMLSAT 

Devloped by Zhike Zi, 

Yanan Zheng, Ann E. 

Rundell, Edda Klipp at 

Max Planck Institute for 

Molecular Genetics, 

Berlin, Germany. 

 

 Computational modeling for 

systems 

Biology. 

 Sensitivity Analysis Tool. 

 Multi-Parametric Sensitivity 

Analysis. 

 Local sensitivity analysis.        

http://sysbio.molgen.mpg.de/       

SBMLSAT/ 

SBML Windows, Mac 

and Linux 

11 Cytoscape 

Cytoscape is a 

collaborative project 

between the Institute for 

Systems Biology, the 

University of California 

San Diego, Memorial 

Sloan-Kettering Cancer 

Center, the Institute 

Pasteur, Agilent 

Technologies and the 

University of California, 

San Francisco. 

 Visualization and analysis of 

biological networks, data integration, 

allows export of network structures 

as images. 

       http://www.cytoscape.org/ 

SIF, GML, 

XGMML, 

BioPAX, 

PSI-MI, 

SBML, 

OBO 

Linux, Windows, 

and Mac OS 

12 CellProfiler 

Currently developed and 

maintained by the 

Carpenter Lab at the 

Imaging Platform of the 

Broad Institute. 

 

 It has  two components  CellProfiler 

and CellProfiler Analyst 

 CellProfiler processed inage. 

 CellProfile Analyst is processed data 

produced by CellProfiler. 

       http://www.cellprofiler.org/ 

DIB, .cp, 

.cpa 

Macintosh, 

Windows (32-, 

64-bit), Linux 

 

13 

FlexiDock 

 

Developed by the 

Theoretical Biophysics 

Group at the University 

of Illinois 

 Uses genetic algorithm for generation 

of configurations. 

 Simple, flexible docking of ligands 

into binding sites on proteins. 

       http://www.tripos.com/software/    

      fdock.html 

 

PDB Red hat, Linux 

14 

DockVision 

 

Developed at the 

University of Alberta by 

Trevor Hart, Steven Ness 

and Randy Read. 

 Including Monte Carlo, Genetic 

Algorithm and database screening 

docking algorithms 

       http://dockvision.com 

 

 

PDB 

Irix 5.3 or higher  

Linux 

 

15 
AutoDock 

Molecular Graphics 

Laboratory, 

The Scripps Research 

Institute 

 Uses a Monte Carlo (MC) simulated 

annealing (SA) technique for 

configurationally exploration with a 

rapid energy evaluation 

 Provide an automated procedure for 

predicting the interaction of ligands 

 

PDBQ and 

PDBQT 

Darwin, IRIX64, 

Linux, Mac OS 

X, Solaris and 

Windows/Cygwi

n 

http://www.mpi-magdeburg.mpg.de/people/klamt/klamt_eng.html
http://www.mpi-magdeburg.mpg.de/people/klamt/klamt_eng.html
http://www.mpi-magdeburg.mpg.de/
http://www.mpi-magdeburg.mpg.de/
http://www.systemsbiology.org/
http://www.systemsbiology.org/
http://www.its.caltech.edu/~mirsky/index.htm
http://www.infosun.fim.uni-passau.de/Graphlet/GML/
http://www.cs.rpi.edu/~puninj/XGMML/
http://www.biopax.org/
http://www.psidev.info/index.php?q=node/60
http://sbml.org/Main_Page
http://www.obofoundry.org/
http://en.wikipedia.org/wiki/Broad_Institute
http://www.ks.uiuc.edu/
http://www.ks.uiuc.edu/
http://www.uiuc.edu/
http://www.uiuc.edu/
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with bimolecular targets. 

16 
GACS MolMo Services, Retie, 

Belgium 

 Genetic algorithm based program for 

conformational search of flexible 

molecules. 

 Consistently generates all low energy 

conformers. 

http://www.molmo.be/software.html 

 

 .car, .mdf 

  

 

 

  All Platform 

17 
ANTCONF MolMo Services, Retie, 

Belgium 

 Searches the torsional degrees of 

freedom of a flexible molecule. 

 Determine the molecular mechanics 

energy of the lowest energy 

conformer. 

 Used to rapidly generate superior 3D 

geometries. 

http://www.molmo.be/software.html 

 

.car, 

.prm,.ext 

 

 

   All Platform 

 


