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Abstract: 
  

This poster reviews meta features for choosing an optimal unsupervised model for anomaly 

detection by using domain-specific meta features. Also, it proposes improvement by using multi-

dimensional dense vectors to limit the dimensions of meta features and to improve speed and 

performance.  
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1. Meta features for anomaly detection 

 

Detecting anomalies in data is a challenging task where the goal is to observe patterns that differ 

from the data distribution. Increased development of sensors and edge devices has led to the 

generation of large amounts of data that are analyzed by systems for their analysis and processing 

[1], [2]. The performance of such systems solely depends on the quality of the data, the selected 

model and the model parameters.  

  

Machine learning algorithms can be used for anomaly detection, where for different types of data, 

some methods give better results than others. According to the no free lunch theorem, there is no 

one model that works best for every problem. Choosing an optimal unsupervised model for 

anomaly detection by using domain-specific meta features with multi-dimensional vectors is 

proposed in this poster. This poster presents follow-up research of an article published in IEEE 

Access journal [3]. This paper was written according to the guidelines from [6]" 

 

1.1 AutoML systems 

Model selection can be automated by using automated machine learning systems (AutoML) that 

proposes a model for detecting anomalies based on data and meta features that are extracted from 

the data A growing number of research papers shed light on AutoML frameworks, which are 

becoming a promising solution for building complex machine learning models without human 

expertise and assistance [4]. The key challenge in enabling AutoML frameworks to build an 

efficient model for anomaly detection tasks is to determine the best underlying model for a given 

task and optimization metric.  
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1.2 Meta learning in AutoML systems 

The meta-learning approaches based on a set of meta features that describes data properties can 

enable efficient model selection in AutoML frameworks. Meta features are calculated from the data 

using the appropriate meta functions. In certain cases, meta features are calculated from the created 

model and later used to create relations between model characteristics and algorithm performance. 

Meta-learning is present in supervised and unsupervised learning. In both cases, meta features are 

used to describe the main characteristics of the data and thus transfer knowledge to other domains 

where they are predictive to the model's performance. 

The existing meta-learning approaches based on statistical and information-theoretic meta features 

require large amounts of data and computational resources to extract data properties. Paper [3] 

proposes a new set of meta features based on domain-specific knowledge only, where it is shown 

that the proposed meta features achieve accuracy of 87% and meet the critical requirements for 

application in AutoML systems, while the existing solutions achieve accuracy of 73%. In cases 

where there is no significant number of datasets available for evaluation, the proposed solution 

achieves 25% worse performance compared against the existing solutions. 

2. Meta features embeddings 

The existing and proposed solutions listed in the previous section uses one-hot encoding where 

each meta feature is encoded with a sparse vector. Set of meta features is represented as a sparse 

matrix that leads to the "curse of dimensionality" by creating a new dimension for each new meta 

feature. Measuring similarity between meta features with increased number of instances could 

affect speed and performance. 

Potential improvements that would solve the "curse of dimensionality" and sparse matrix 

representation is meta features embeddings. Figure 1 depicts an idea of using embeddings for 

anomalies sentiments in data and correlating them with the optimal models. 

 

Fig. 1. Proposed meta features embeddings for anomalies sentiments in data and correlating them with 

the optimal models 
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3. Conclusion 

 

Proposed changes in this poster could limit the dimensions of meta features and to improve speed 

and performance. The experiments will be designed and conducted in the future research. 
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