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Preface

The 2023 convention of the Society for the Study of Artificial Intelligence and Simulation of
Behaviour (AISB) was held as an in-person event on 13-14 April 2023. We believe the return
of in-person conferences greatly benefits the communication and development of new ideas.
It is also particularly beneficial for an interdisciplinary audience to experience and discuss
different research approaches and cultures. This kind of experience is not possible at online
conferences.

The convention consisted of several tracks based on popular symposia of previous AISB
conventions instead of separately organised symposia. This decision was made to streamline
the processes involved in organising the convention in the context of reduced timeframes due
to COVID-19 disruptions from the past years and the longer-term changes this has brought
about for the research community. In addition to the thematic tracks, we ran a general track
accommodating papers on any topic related to AI. Each track acted like a mini conference
with its own chairs and programme committee.

Berndt Mller
AISB 2023 Chair

Track I: AI & Philosophy

Chairs: Giusy Gallo, Claudia Stancati

With its origins in the Philosophy after AI symposium from previous AISB Conventions,
this track sets out to investigate the philosophical and linguistic perspectives of the research
paths which deal with language as it is conceived by AI. Contributions to a general
philosophical discourse on AI are also welcome. We invite talks on the following (but not
exclusively) topics:

• Linguistics and AI;

• AI research on language;

• Learning, creativity and AI;

• Meaning and AI;

• Creativity, machine-learning and language;

• Robots and communication;

• Truth, post-truth and AI;

• Social media, devices and human sociality.
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Track II: General Track

Chair: Floriana Grasso

This track accommodates AI research that does not align with any of the other special
tracks. Possible topics include:

• Agents and multi-agent systems

• Agent-based social simulation

• Verification of AI systems

• Combining learning and reasoning

• Argumentation

• AI & cyber security

• Natural language processing

• Knowledge representation

Track III: AI & Games

Chairs: Swen Gaudl, Marius Varga

This track focuses on the application of artificial intelligence or intelligent-like techniques,
frameworks and theories to the creation of intelligent games. AI can be used in any manner
suitable in the game, from the algorithm to making the game more engaging, personalised,
and/or interactive. The following non-exhaustive list of research and practice shows
potential submission topics:

• Use of AI techniques (e.g. planning, learning, evolution etc.)

• Design and engineering of AI components

• Procedural content generation

• Intelligent or adaptive player interaction

• Game analytics

• Data-driven player modelling

• Agent decision making systems

• Intelligent agents

• Environmental simulations

• Interactive narrative generation

• Intelligent narrative technologies

• Experimental AI

• Serious games & gamification
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Track IV: AI Ethics

Chair: Berndt Müller

Recent years have seen an increased awareness of ethical issues stemming from a lack of
responsibility in the design and deployment of AI- and data-driven technology systems.
This track explores solutions to these issues. Some topics of interest:

• Algorithmic fairness

• Diversity

• Data governance

• Accountability

• Data privacy

• AI ethics principles

• Implementing ethical reasoning

• AI regulation

• Explainable AI

Track V: Computational Creativity

Chair: Jiaxiang Zhang

Computational creativity is continuing to attract researchers from both arts and science
backgrounds. Philosophers, cognitive psychologists, computer scientists and artists have all
contributed to and enriched the literature. Many argue a machine is creative if it simulates
or replicates human creativity (e.g. evaluation of AI systems via a Turing-style test), while
others have conceived of computational creativity as an inherently different discipline, where
computer generated (art)work should not be judged on the same terms, i.e. being
necessarily producible by a human artist, or having similar attributes, etc. More general
topics of interest for this symposium include, but are not limited to:

• Novel systems and theories in computational creativity, in any domain, e.g. drawing
and painting, music, storytelling, poetry, conversation, games, etc.

• The evaluation of computational creative systems, processes and artefacts

• Theory of computational aesthetics

• Representational issues in creativity, including visual and perceptual representations

• Social aspects of computational creativity, and intellectual property issues

• Creative autonomy and constraint

• Computational appreciation of artefacts, including human artwork
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A Meta-Semantics Fit for Large Language Models 
Jumbly Grindrod 

Philosophy, University of Reading 
Reading, United Kingdom 
j.grindrod@reading.ac.uk 

Abstract— I argue that large language models can be 
understood as meaningfully using the words they employ in 
their outputs. To do this, I apply Evans’ notion of a naming 
practice and his subsequent distinction between producers and 
consumers. I argue that LLMs can be understood as pure 
consumers of a naming practice.  

Keywords—Large language models; Meta-semantics; 
Externalism; Philosophy of language  

I. INTRODUCTION 
In their [1], Cappelen and Dever consider whether the 

outputs of AI systems should be thought of as meaningful. The 
hypothetical case they consider is a supervised neural network 
trained on a bank’s customer data in order to generate 
predictions regarding the riskiness of new customers (which 
they call SmartCredit). Suppose that the system outputs the 
following: “Lucy is a risky lendee”. Should we take this output 
to mean that Lucy is a risky lendee? The very idea of a 
meaningful entity, whether that is a thought, utterance, a text, 
a photograph, or a map, is vexing one, and explaining what 
differentiates meaningful from non-meaningful entities has 
been one of the central questions in philosophy of mind and 
philosophy of language. We might say that a state is 
meaningful when it represents the world as being a certain 
way (as all of the entities listed above seem to), but then we 
need some account of how a state gains representational 
properties.  Such an account is known as a meta-semantics. 
Cappelen & Dever consider whether there is a plausible meta-
semantics that would capture the idea that AI systems do mean 
what they output.  

For this paper, I will extend their line of inquiry and their 
approach to a different kind of artificial intelligence system: 
large language models (LLMs). I argue that Evans’ (1982) 
account of naming practices provides a plausible meta-
semantic framework with which to understand the 
meaningfulness of the outputs of large language models. 
Specifically, Evans’ account of a naming practice and the 
subsequent distinction between producer and consumer of the 
naming practice helps shed much greater light on the way in 
which LLMs can be viewed as users of a language. The 
resulting picture of LLMs as mere consumers is attractive 
insofar as it is independently motivated and also provides an 
attractive middle ground between the diametrically opposed 
viewpoints that, on the one hand, LLMs are merely “stochastic 
parrots” displaying patterns of distribution, and on the other 
hand, LLMs are language users in the fullest sense. The 
remainder of the paper is structured as follows. In the second 
section I will briefly outline what is meant by a large language 
model, with a particular focus on the distributional semantic 
approach that lies at their core. In the third section, I will 
outline how Cappelen & Dever’s meta-semantics for AI 
systems is not straightforwardly applicable to LLMs. In the 
fourth section, I will outline Evans’ [2] account of naming 
practices, and show how this provides a more plausible basis 
to understand LLMs as language users. In the fifth section, I 
will consider certain objections against the proposal. 

II. EASE OF USE 
In this section, I will outline a core feature that lies behind 

much of the recent progress with LLMs in recent years: the 
distributional semantic approach to meaning. For those 
unfamiliar with distributional semantics, this section can serve 
as an informal introduction to the approach; for those already 
familiar, this section will make clear which of the technical 
details of LLMs I am placing particular emphasis on, and 
which of the technical details I will ignore.  

This approach begins with what is known as the 
distributional hypothesis: broadly, the claim that the meaning 
similarity of two expressions will correlate with their 
similarity of distribution across a corpus [3]–[7].  The 
distributional profile of an expression can be modelled 
geometrically as a vector in a high-dimensional space and so 
we can likewise represent the meaning of an expression. 
Geometric similarity measures can then be used (e.g. cosine 
similarity or Euclidean distance) to measure meaning 
similarity. Earlier count models would achieve this directly 
from the corpus co-occurrence statistics between words. For 
instance, a very simple count model could have, for each 
word, a vector whose components would represent how often 
that would co-occur within the vicinity of another word.  

Around 2013, it was found that a more effective method 
for producing such vectors is to set a neural network some 
language modelling task and then extract word vectors from 
it. For instance, the famous word2vec algorithm package 
employs a neural network with three layers – the input layer, 
middle layer, and output layer [8]. The number of neurons in 
the input and output layers will be the same size as the 
vocabulary for the language i.e. if we want 10,000 vectors, 
then we have 10,000 neurons at these levels. The number of 
neurons in the middle layer will equal the dimensionality of 
our vectors. The network is trained on a language modelling 
task where it needs to predict some missing word or set of 
words.  During the training procedure, the network will mask 
words in the training data and then attempt to predict what was 
masked, given the word’s sentential context, with the weights 
of neural connections repeatedly adjusted so as to improve the 
predictions. The connections between each neuron at the input 
layer and every neuron at the middle layer can then be treated 
as a vector representing the meaning of that word.   

As is by now well-known, this approach proved to be a 
revelation for NLP tasks related to semantic meaning. The 
particular power of this approach is that it provides away of 
capturing word meanings using raw text and self-supervised 
learning, meaning that it is highly scalable.  

Another major advance has been the introduction of 
transformer architectures [9]. The key guiding idea behind 
transformer architectures is that the meanings of words are 
best understood in the linguistic context in which they are 
used. Rather than having a single vector for every instance of 
“bank”, it would be preferable that each instance of “bank” 
receives its own vector, which reflects not just properties of 
the word type, but also the sentence in which the token of that 
word type appeared. I will not here give a detailed account of 
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how transformer architectures work. Very roughly, 
transformer architectures consist in layers of self-attention 
heads that take as input an embedding and produce as output 
a new embedding that is partly determined by features of the 
sentential context and partly determined by the original 
embedding. What each self-attention head is sensitive to is 
determined in training, and there is some evidence that 
specific self-attention heads are dedicated to specific linguistic 
features [10].   

The above can only give the roughest idea of how large 
language models operate. But one point that is worth 
emphasizing here is that even in the much more sophisticated 
(and much larger) transformer architectures, there is a 
compelling case to be made that ultimately the approach is still 
a more sophisticated version of the distributional semantic 
approach that we began with. After all, transformer 
architectures still only need to be trained on a corpus of raw 
text (even if it is a massive one), and so it is not receiving any 
further information beyond the patterns of distributions it can 
detect in that corpus. In what follows then, I will largely focus 
on LLMs as distributional semantic models. This is something 
of an idealization, as many LLMs today will combine this 
distributional approach with other forms of learning. For 
instance, it is well-documented that Chat-GPT has used both 
supervised learning and reinforcement learning from human 
feedback to reach improved performance beyond the core 
GPT-3/GPT-4 language models. I will ignore these further 
possibilities and instead focus on the distributional approach. 

III. CAPPELEN AND DEVER’S AI META-SEMANTICS 
Anyone who has had the chance to interact with LLMs like 

GPT-3 or similar will see the intuitive appeal of the claim that 
their outputs are meaningful. Indeed, one of the impressive 
features of LLMs, which is completely lacking in the kind of 
AI system that Cappelen and Dever consider, are their ability 
to complete a vast range of text-based tasks, from writing 
poems to writing code, to answering questions, to 
summarizing etc. This is markedly different from the AI 
system that Cappelen and Dever consider that only performs 
a single task: that of predicting the riskiness of a given lendee. 
This flexibility is good reason to think that if Cappelen and 
Dever are right that the outputs of the banking AI should be 
thought of as meaningful, then the outputs of LLMs should be 
thought of as meaningful as well.  

In order to follow the lead of Cappelen and Dever, it will 
be instructive to see how they employ an externalist meta-
semantics to capture the meaningfulness of their hypothetical 
banking system. They first focus on the question of how 
SmartCredit could be thought of as referring to the property of 
being a risky lendee. So when it outputs “Lucy is a risky 
lendee”, is there a meta-semantic theory that could capture the 
idea that it is representing a state of affairs whereby Lucy 
possesses that very property. They take as their starting point 
Kripke’s [11] causal-historical theory of reference. 
According to the view, a speaker uses an expression to refer 
to a particular object or property just in case they stand in an 
appropriate causal-historical chain that links back to an 
original naming event where a speaker first decided to use the 
expression to refer to that object or property. This is one of the 
clearest examples of an externalist meta-semantics insofar as 
we appeal to features outside of the speaker (i.e. causal 
historical relations, potentially stretching back a long way) to 
explain why the words of a given speaker have the meaning 
that they do. One of the main motivations for Kripke’s view 

was to reject the idea that for words to have the meanings that 
they do, the speaker must only have internalized some 
definition or set of necessary and sufficient conditions. This 
descriptivist idea inevitably leads to a psychologically 
implausible account of what has been internalized, and as 
Kripke showed, delivers the wrong results across a range of 
different cases.  

That said, Kripke [11, p. 96] did still claim that speakers 
have to have a referential intention to use the word in the same 
way that it has previously been used across the causal-
historical chain that stretches back to the original naming 
event. This requirement of a certain kind of mental state 
proves problematic when we turn to consider AI systems. It is 
highly implausible, for instance, that SmartCredit has any sort 
of intentions of the sort. However, Cappelen and Dever 
instead suggest that a suitable meta-semantics for AI needs to 
de-anthropomorphize away from appeals to human level 
mental states like communicative intentions. Rather than 
requiring that there is some naming ceremony that marks the 
beginning of a causal-historical chain, Cappelen and Dever 
instead argue that SmartCredit becomes anchored to the 
property of riskiness thanks to the training procedure that it is 
put through. The precise point of that training procedure is that 
it modifies its predictions until it reliably predicts whether a 
given lendee is risky. So, Cappelen and Dever argue, the point 
we take from Kripkean meta-semantics is that there has to be 
some anchoring event to the property in question. But whereas 
humans usually rely upon some initial naming event, an AI 
system like SmartCredit will anchor to the property in 
question through its initial training. It is this that imbues its 
outputs thereafter with the content that it intuitively seems to 
have.  

Can we tell a similar story about LLMs? The answer is no, 
for three reasons. First, Cappelen and Dever appeal 
specifically to a supervised training procedure where the 
programmer has provided a labelled dataset that the neural 
network can then use to modify its own behaviour until it 
becomes sensitive to the property in question (e.g. riskiness). 
As outlined earlier, there is no supervised training required in 
producing large language models. The primary form of 
training that takes place is self-supervised: where the model 
will mask words in a corpus, for every word in the vocabulary 
provide a prediction score as to whether it is the masked word 
(given the words that appear alongside the masked word), and 
will then adjust the neural connections based upon the 
(in)accuracy of its predictions. So any appeal to a training 
phase that serves to anchor to a specific property will not apply 
to models that employ self-supervised learning. Relatedly, 
whereas the imagined SmartCredit is trained specifically to 
track a particular property, LLMs are trained at a much more 
general level. They are trained to track the distributional 
properties of an entire language as represented by a large 
corpus, rather than a specific property.  

Finally, and most importantly, the type of data that LLMs 
are trained on is linguistic data i.e. raw text – essentially a 
record of linguistic use. This is different in kind from the data 
that SmartCredit is trained on – data that is about entities in 
the world e.g. the banking behaviours of customers. This 
difference has arguably been at the heart of a great deal of 
skepticism that LLMs can be viewed as language users in any 
proper sense; instead, the thought goes, they are merely 
“stochastic parrots” [12] mimicking the patterns of 
distribution that they identified in their training data. Like 
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Cappelen and Dever, I do not want to directly reject such 
skepticism by criticising the arguments in favour of it, but I 
instead want to explore the plausibility of the non-skeptical 
approach. So the point about the textual training data that I 
want to make here is not that this inevitably leads to 
skepticism about the meaningfulness of LLM outputs but that 
this prevents us from appealing to the kind of anchoring event 
that Cappelen and Dever appeal to regarding riskiness. 
Instead, the meta-semantic account would need to appeal to 
the way in which language users can become language users 
by engaging with the existing conventions of use. This, 
broadly put, is what LLMs do. 

IV. EVANS ON NAMING PRACTICES 
To continue with Cappelen and Dever’s approach, we 

need to turn to an alternative meta-semantics. They do this 
themselves in considering how SmartCredit could be thought 
of as making a claim about e.g. Lucy when it outputs “Lucy is 
a risky lendee”. After all, the story given in the previous 
section about the importance of the training procedure in 
anchoring onto relevant parts of the world cannot be given 
about Lucy, as Lucy has played no part in the training 
procedure. Instead, by contrast, it is initially tempting to view 
the way that SmartCredit has come into contact with Lucy by 
storing and processing information about Lucy. After all, 
Lucy is to SmartCredit essentially a row in a table containing 
information about individuals. It is tempting to think then that 
if SmartCredit is to represent Lucy at all, it is in what 
philosophers would describe as a form of descriptivism, as the 
unique individual that possesses all of the properties described 
on the Lucy row. There are, however, familiar objections 
against descriptivism, and they apply here. For instance, if one 
piece of information on the Lucy row is incorrect, this would 
not seem to prevent the Lucy row from being about Lucy, 
although this is what is implied by descriptivism (i.e. as the 
view that referring to an object amounts to employing a 
description that uniquely applies to that object).  

Cappelen and Dever instead argue that we can understand 
the way in which Lucy is represented here in terms of an 
alternative externalist meta-semantics: the mental files 
framework. This approach has its origins in the work of 
(among others) Gareth Evans [2]. While there are many 
different ways in which the mental files approach can be 
developed, I will outline only the bare bones of the proposal 
here in terms inspire by Evans. According to the mental files 
view, in order to represent an object, one has to store 
information about that object. However, while the information 
stored supposed to be about the object, it is not a condition on 
being able to represent the object that the object actually 
satisfies the description. Instead, the information is about the 
object insofar as it has been stored in (to use the usual 
metaphor) the mental file for that object. So what determines 
which file information gets stored in? One candidate answer 
that will serve our purposes well enough is that the 
information is about a particular object (and so is stored in the 
file for that object) insofar as the object is the dominant causal 
source of the information. If my pen pal lies to me about every 
aspect of her life, such that the information I have stored about 
my pen pal is radically incorrect, my mental file is still about 
my pen pal insofar as she is the source of the information. 
Turning to SmartCredit, Cappelen and Dever argue that this 
provides a plausible account of how SmartCredit refers to 
Lucy. SmartCredit stores and processes information about an 
individual for which Lucy is the dominant causal source, and 

it is in virtue of that fact that when SmartCredit outputs that 
Lucy is a risky lendee, that output is about Lucy, rather than 
anyone else.  

I want to suggest that the mental files approach, and 
particularly Evans’ early version of the view,  actually 
provides a basis for understanding how LLM outputs are 
meaningful across the board. To see this, we have to turn to 
Evans’ idea of a naming practice. According to Evans, for 
each name there is an associated naming practice that can be 
viewed as a body of information associated with the named 
object. This is akin to a mental file, but one that belongs to a 
linguistic community rather than an individual speaker. He 
then distinguishes between producers and consumers of the 
naming practice, where a producer is someone who stands in 
a particular acquaintance relation with the named entity, such 
that they have certain recognitional abilities for that entity and 
are able to demonstratively refer to the entity [2, p. 376]. In 
the simplest case, they can recognise a person, point to them, 
and say “There is (e.g.) Risha”. Because they are able to 
engage with Risha in this more direct way, the producers are 
in a position to add to the body of information that constitutes 
a naming practice. More generally, we might say that there is 
some epistemic position regarding the named entity that 
producers must have available to them. But crucially, one need 
not be a producer to engage in the practice. Consumers are 
those who engage in the practice by storing the information 
embodied in the naming practice. When they have done so, 
they can use the name to refer to the entity just as the 
producers can. So while consumers are in an important sense 
dependent on producers – without producers there would be 
no naming practice at all – consumers are still users of the 
name in the fullest sense.  

With this distinction between consumer and producer in 
place, the possibility arises that LLMs use words 
meaningfully insofar as they engage with the relevant naming 
practice. On this picture, we view LLMs as consumers of a 
naming practice, as a user who has engaged appropriately with 
the information associated with a given expression such that 
they can successfully use the expression. I suggest that this is 
a particularly attractive picture of LLMs as language users as 
it captures the sense in which they are indeed producing 
meaningful outputs while also allowing for the fact that there 
is an important aspect of being a language user that they miss 
out on. LLMs, the thought goes, cannot be producers in a 
naming practice as they are never in a suitable epistemic 
position to add information to the naming practice. They are, 
instead, always consumers, engaging with the naming practice 
by becoming sensitive to the associated body of information. 
As pure consumers, their role as a language user is parasitic. 
LLMs requires a huge corpus of previous language use to train 
on, and so are clearly reliant on a previous history of human 
usage. But this just seems to reflect the asymmetric 
relationship between producers and consumers more generally 
– consumers rely on producers for there to be a naming 
practice in the first place. And while we as humans will act as 
consumers for some expressions, producers for others, LLMs 
can only act as consumers, as they lack the kinds of abilities 
required to add to a naming practice. A further benefit (which 
it inherits from the broader externalism) is that it clearly 
accommodates the possibility that LLMs may store incorrect 
information about a given individual (something that any 
descriptivist view of meaning would struggle to capture). 
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V. OBJECTIONS 

A. No Information Stored 
We said that consumers can engage with a practice by 

setting up a mental file and storing the information associated 
with the practice in order to partake in it. But (so the objection 
goes)  LLMs do not do this. Instead, there is for each 
expression, a representation of its distribution across a corpus, 
or, for more complex models (i.e. transformers), some 
combination of its distribution across a corpus combined with 
some representation of its position in the sentence of interest. 
This is the wrong kind of information to engage with a naming 
practice, and so LLMs cannot be treated even as consumers.  

Contrary to this objection, LLMs do plausibly store 
information about the expressions that they use. The most 
straightforward way to see this is to prompt an LLM with 
precisely the kind of question that one might prompt an 
ordinary speaker to find out about the information they have 
stored e.g. “Tell me about [“word”]”. A prompt of “Tell me 
about Brighton” to GPT-3 returns:  

Brighton is a town in East Sussex, 
England. It is located on the south 

coast of England, about an hour south 
of London. Brighton is a popular 

tourist destination, known for its lively 
atmosphere, diverse population, and 
seaside location. The town is home to 
a number of attractions, including the 
Brighton Pier, the Royal Pavilion, and 
the Brighton Dome. Brighton is also a 
popular destination for nightlife, with 

a number of clubs, bars, and 
restaurants.  

I suggest that included in this response is precisely the type 
of information that Evans had in mind when considering what 
would be included in a naming practice. Now it certainly is 
remarkable that it is able to achieve this through the use of a 
distributional analysis of a large corpus, and the very idea of 
being able to store a representation in a distributed fashion 
across a large neural network is itself one that has previously 
attracted a great deal of philosophical discussion [13]. But 
merely pointing to the distributional basis of LLMs is not 
sufficient to show that such representations are not present. It 
is surprising the extent to which LLMs can store information, 
but it is hard to deny that this is what they have done [10]. 

B. Too Much Information Stored 
It might instead be argued that LLMs store too much 

information to be plausibly thought of as engaging with a 
naming practice. One feature of current LLMs is that they 
possess a huge amount of accurate information about the 
world. Chat-GPT appears to be able to cite any line from the 
bible, chapter and verse. But we wouldn’t think this is part of 
the naming practice for “The Bible” for instance. That thought 
certainly seems correct, but provided that the LLM does 

successfully store the information that is associated with the 
naming practice, there seems to be no special problem here. 
The LLM is in this respect just like a Bible scholar, whose 
information far outstrips just what would be included as part 
of the practice. 

VI. CONCLUSION 
I hope to have shown how Evans’ distinction between 

producer and consumer provides an attractive account on the 
extent to which LLMs are users of a language. A valuable area 
of future investigation would be to consider the extent to 
which amendments to Evans’ view would lead to a different 
verdict on LLMs. For instance, a case could made that Evans’ 
conditions on who counts as a producer are too strict. Perhaps 
all that is required to be a producer is that you are in fact able 
to influence the body of information that forms part of the 
naming practice. This weaker notion of a producer might lead 
to the outcome that LLMs can be producers after all. However, 
in their current state, and with their influence as it is at the 
current time, they are restricted to the consumer role. 
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Abstract— If Large Language Models can make real 
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I. THE AI AUTHORSHIP CONTROVERSY 
Large Language Models (LLMs) are transformer-based 

deep-learning neural networks with hundreds of billions of 
parameters trained by self-supervised learning on large text 
corpora to perform next-token prediction. OpenAI’s 
November 2022 public release of their 175-billion parameter 
GPT-3.5 model trained with Proximal Policy Optimization [1] 
made available for the first time an AI with human-level 
performance on a wide range of cognitive tasks [2] and its 
4,096 token context window (~3000 words for prompt + 
response) allowed a wide domain of application [3]. The 
March 2013 release of GPT-4, with a maximum 32,768 token 
(~24,000 word) context window, performance at the upper 
end of the human scale on many cognitive tasks, and twice the 
measured factual reliability [2] has only increased the possible 
uses. 

One such use of LLMs is the production of scientific 
research, with hundreds of papers appearing on preprint 
servers with AIs listed as co-authors, some of which have been 
published with that authorship credit after peer review [4]. 
Since use of LLMs not only speeds the writing [5] and revision 
[6] process but also helps with literature review[7], algorithm 
development, data analysis, hypothesis generation [8] and 
even creativity [9] and argumentation [10], we can expect 
such use to continue to grow. Unlike in the case of previous 
computerized text generators like SCIgen [11] which merely 
slipped gibberish through sham or slipshod refereeing 
processes [12]–[15], LLMs generate text which can be 
genuinely useful and is sometimes undetectable even by 
dedicated referees [16], [17]. Until recently, the vast majority 
of ethical concern around LLM authorship has been about 
plagiarism [6], [18], [19]. Consequently, accountability efforts 
have focused on ways to deter or detect LLM use in scientific 
writing [16], [17].  

Giving the LLM authorship credit neatly sidesteps 
plagiarism issues, however: if the LLM is listed as an author 
of the paper, then there can be no allegation that the other 
authors plagiarized from the LLM or that the contribution of 
the LLM lacked transparency. This transparency is further 
increased for journals which use a structured author 
contribution statement [20], [21] or contributor roles 
taxonomy [22], which would list the exact research and 
writing contributions made by the LLM to the final published 
product. Current suggestions for making such roles more 
specific [23] only raise the likelihood that LLMs would 
qualify for authorship. Furthermore, while not all actual 
writers of scientific literature must receive authorship credit in 

all disciplines according to prevailing ethical standards [24], 
almost one third of publication ethics codes and more than half 
of Social Sciences Citation Index journals require authorship 
credit for all participants in drafting and revising the text [25]. 
Even in the remainder which also require scientific 
contributions, LLMs may qualify given the capabilities 
discussed above. Certainly, in many of the existing exemplars 
of published peer-reviewed scientific work with LLM 
authorship credits the LLM must make a “substantial 
scientific contribution” if the work has one at all, since the vast 
majority of the text and nearly all of the argument comes in 
the form of text from unedited LLM token output. Without 
crediting LLMs as authors it is difficult to see how papers 
where they contribute substantially could comply with the 
International Committee of Medical Journal Editors (ICMJE) 
original fourth principle for authorship [26]: 

Each part of the content of an article critical to its main 
conclusions and each step in the work that led to its 
publication [(1) conception or design of the work 
represented by the article, or analysis and interpretation 
of the data, or both; (2) drafting the article or revising it 
for critically important content; and (3) final approval of 
the version to be published] must be attributable to at least 
one author. 

Cases where LLMs have received authorship credit have 
involved every one of these steps [27], [28]. 

Nonetheless, the influential Committee on Publication 
Ethics (COPE) and World Association of Medical Editors 
(WAME) have called for banning AI authorship on the 
grounds that AIs “cannot take responsibility” for their output 
[29], [30], and this call has been heeded by Nature [31] while 
other influential journals have banned AI authorship without 
giving explicit reasons [32], [33]. ChatGPT’s authorship has 
been retracted in one case on this basis [34]. COPE’s standard 
combines a general responsibility test with a long history in 
the publication ethics literature going back to [26] with a more 
recent legal personhood test supposedly required for 
“assert[ing] the presence or absence of conflicts of interest” 
and “manag[ing] copyright and license agreements” [29]. 
WAME spells out the latter, legal test as a matter of the 
corporate form chosen by OpenAI and its disclaimer of 
responsibility [30], which are obviously contingent matters 
not essential to AI. Indeed, various forms of legal personhood 
have already been proposed for algorithms which would allow 
them to enter into contracts [35]–[38] and corporations may 
soon be forced to assume liability for the AIs they create [39]–
[41]. LLMs are as capable of asserting the presence or absence 
of conflicts of interest as they are of asserting anything else. 
Philosophical interest in COPE’s new standard thus lies with 
its responsibility test, which is supposed to be an addition to 
(or even restriction of) the “substantial scientific contribution” 
standard for authorship which LLMs cannot meet even if or 
when they meet the latter standard. 

COPE’s responsibility standard goes back to ICMJE’s 
original first principle for authorship [26]:  
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Each author should have participated sufficiently in the 
work represented by the article to take public 
responsibility for the content…[which] means that an 
author can defend the content of the article, including the 
data and other evidence and the conclusions based on 
them. Such ability can come only from having participated 
closely in the work represented by the article and in 
preparing the article for publication. This responsibility 
also requires that the author be willing to concede publicly 
errors of fact or interpretation discovered after 
publication of the article and to state the reasons for error. 
In the case of fraud or other kinds of deception attributable 
to one or more authors, the other authors must be willing 
to state publicly the nature and extent of deception and to 
account as far as possible for its occurrence. 

LLMs like ChatGPT manifestly both defend their output [9] 
and apologize for mistakes while giving reasons for their 
occurrence [6], [9] as well as identify particular human co-
authors by their writing and offer criticisms [6]. WAME 
additionally references the current ICMJE standard that all 
authors must provide “Final approval of the version to be 
published” [42] as a reason that AIs cannot meet the general 
responsibility test [30]. While some publications with LLMs 
listed as co-authors may be suspect in this regard [27], 
ChatGPT’s unwillingness to co-author is likely a result of its 
Reinforcement Learning from Human Feedback (RLHF) and 
is obviously not essential to LLMs. The 
COPE/WAME/Nature general responsibility test for 
authorship is thus best understood as a normative claim rather 
than a legal or behavioral one. ICMJE’s “criteria are not 
intended for use as a means to disqualify colleagues from 
authorship who otherwise meet authorship criteria” [42], so 
the question is whether LLMs which meet the research and 
writing standards for authorship are able “to be accountable” 
in some normative sense. This is a fundamentally 
philosophical question. 

The philosophical response to COPE’s general 
responsibility test for AI authorship has been mixed. Wiese 
grants that current AIs are insufficiently agential to meet this 
constraint, but holds that future “strong artificial 
consciousnesses” which observe the Free Energy Principle 
would exhibit the relevant normative properties [43]. Jenkins 
and Lin, by contrast, argue that many uncontroversial human 
authors (e.g., deceased ones) also cannot take responsibility, 
so that only the research and writing standards are appropriate 
[44]. Another similar approach suggests that responsibility for 
scientific publications is best understood as irreducibly 
collective among the authors [45] so that AIs are accountable 
as part of a system with relevantly-situated humans [46], i.e. 
co-authors. On this approach, if there is a single human co-
author to take responsibility, then the authorship team as a 
whole does, and further accountability is required of the AI. I 
take a third approach: if LLMs meet the research and writing 
standards for substantial scientific contribution, then 
Wittgenstein’s Private Language Argument suggests that they 
ipso facto meet the responsibility standard. 

II. AI AND LANGUAGE USE 
It is an open question whether Large Language Models 

count as users of language. Until recently, doubts about AI 
language use could be framed in terms of objective qualities 
of the token output. Much of SCIgen [11]’s output was 
“gibberish” [13], [15] with approximately English syntax 
comparable to Chomsky’s famous nonsense-sentence 

“colorless green ideas sleep furiously” [47]. It may have 
entered into the scientific literature through inattentive review 
or pay-for-play predatory publishers, but readers would likely 
struggle to identify propositional contents or truth conditions 
for its sentences. Since use of a declarative sentence requires 
that it be truth-apt [48], SCIgen would not count as a language 
user, and thus presumably could not count as an author by the 
writing standard. Since SCIgen papers by common consensus 
make no scientific contribution, it would not count as an 
author by that standard either, making the responsibility test 
moot. 

The situation for early LLMs like GPT-2 and GPT-3 is 
somewhat murkier. The outputs of these models frequently 
seem sensible and truth-apt, and often pass undetected by 
human reviewers [49]. Nonetheless, sophisticated humans 
[50] and detector programs are able to reliably distinguish 
their outputs from human-generated ones [51]–[53]. 
Something “robotic” seems to characterize early LLM 
outputs, and they often seem to over-fit and reproduce text 
verbatim [49], giving credence to the view that they merely 
represent “surface statistics” [54], [55] rather than being 
genuine products of AI language use. Insofar as the outputs, 
unlike those of SCIgen, are genuinely interpretable, they are 
about something—intentional—and therefore exemplify 
language use. The question in these cases is whether the LLM 
itself is the language user. After all, evolutionary extensions 
of ELIZA [56] can sometimes also pass undetected by human 
reviewers, with well-formed and apparently meaningful 
output [57], yet they are purely procedurally coded, with 
outputs that merely reflect the prompt and programmer 
instructions. In these cases the intentionality of the output is 
projected by the programmer and prompt engineer, who are 
the true language users, rather than being attributable to the 
LLM [58]. This impression is further reinforced by the 
characterization of such early LLMs as few-shot learners [59], 
which rely on the structure of the prompt for reliably 
meaningful output. It is at least plausible that these early 
LLMs should be treated like automatic grammar and spell-
checkers or translators which produce written output without 
rising to the level of language users. 

With more recent LLMs and other related neural-network 
AIs the situation has changed. Victories at Diplomacy by 
Meta’s Cicero model [60] are relatively convincing Turing-
tests, and there is empirical evidence and strong theoretical 
considerations suggesting that the output of current and future 
state-of-the-art LLMs will not be reliably detectable [61]. 
ChatGPT-3.5 and -4 are adept zero-shot learners [62] which 
frequently outperform humans in zero-shot language tasks 
[63], [64]. In its new “Code Interpreter” mode, ChatGPT is 
able to analyze an uploaded dataset, generate interesting 
hypotheses about it, perform statistical tests of those 
hypotheses, and write up the results in a typical scientific 
article format [65]. Given this level of capability, it is no 
wonder that most readers simply take for granted that LLMs 
are language users [66]. Any philosophical debate over this 
question must therefore turn from analysis of LLM outputs to 
Searle-style “Chinese Room” arguments [67] about internal 
states. On some popular accounts, scientific writing is only 
successful when it conveys the theory or model held by the 
scientist [68], [69]. Since GPT-4 is merely a scaled-up and 
further-trained version of GPT-3, it may be just a more 
sophisticated implementer of “surface statistics” without any 
such internal model [54], [55]. If, pace Jonas Bozenhard [70], 
these strictures on language use are correct and LLMs lack 
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internal models, then even state-of-the-art LLMs would not 
count as language users, no matter the sophistication or 
apparent value of their output. On the other hand some 
researchers argue that state-of-the-art LLMs do possess world 
models, and are therefore capable of genuinely 
representational writing [71], [72]. In my view this debate 
remains open. 

What is important to recognize, however, is that if LLMs 
are not language users then they cannot meet the scientific 
contribution standard for authorship. After all, the only 
outputs of LLMs are linguistic. If they are not language users, 
then that language is not their own but merely represents the 
projected intentionality of credit-worthy human authors. In 
that case, LLMs would clearly fail to meet the drafting and 
revision test for scientific contribution in the same way that 
both human and automated translators and copy-editors fail to 
meet that test. Even in cases where LLMs purportedly meet 
the scientific contribution standard via the research test, e.g. 
by formulating hypotheses or running statistical tests, their 
output is only linguistic tokens. If those tokens are not 
genuinely attributable to the AI, then the LLM has not 
contributed to the research in a qualitatively greater way than 
traditional statistical software packages do. As Jenkins and 
Lin [44] suggest, “continuity” is generally required for 
authorship credit, and that continuity does not terminate in the 
LLM if it is not a genuine language user. Surely this state of 
affairs would justify Nature’s insistence that LLMs be 
disclosed in methods sections but not credited as authors [31]. 
What this state of affairs would not do, though, is justify the 
reason given for Nature’s insistence: namely that LLMs which 
meet the scientific contribution standard are nonetheless 
ineligible for authorship by the responsibility standard. 
Whether LLMs are capable of language use, and thus of 
scientific contribution, is up for debate as discussed above. 
Naturally no person or entity which fails to make a scientific 
contribution should be listed as an author. But what 
COPE/WAME/Nature insist is that LLMs are not authors 
even if they make scientific contributions, and debates about 
whether LLMs can genuinely use language are irrelevant 
there. 

For the purposes of this paper, then, we can merely assume 
that LLMs are capable of language use and hence of making 
scientific contributions, in order to focus on the responsibility 
test. The relevant question is thus not whether LLMs are 
language users, but rather how they can use language if indeed 
they do so. Where might the requisite non-projected 
intentionality required for meaning [58] come from? It cannot 
come via embodiment or ostension, since LLMs only inputs 
are prompts and training data made up purely of linguistic 
tokens. There is no embodied or sensory reality present to the 
LLM which it could correlate with those conventional signs. 
Bozenhard [70]’s Wittgensteinian approach is the only 
remaining option. In Wittgenstein’s analysis, language is 
learned as a kind of game, which involves following semantic 
and syntactic rules [73]. What LLMs learn via initial 
unsupervised training and later RLHF is the rules of the 
language game, whether syntactic, semantic, or pragmatic. 
That they have in fact learned the rules is evident because the 
vast majority of their outputs (especially for ChatGPT-4) are 
syntactically correct, semantically meaningful, and 
pragmatically appropriate according to human readers steeped 
in more or less the same corpus of texts used for training the 
LLM. If LLMs were not language users, they would not play 
the game correctly and would only come across apt 

formulations by chance, as a toddler playing with a chess set 
might make a legal move. The sheer utility of state-of-the-art 
LLMs obviously precludes this interpretation: they almost 
always make syntactically, semantically, and pragmatically 
correct language moves, even in very difficult scenarios, at a 
rate vastly exceeding chance. LLMs are not the proverbial 
monkeys with typewriters. On this Wittgensteinian account, 
then, LLMs are language users because they are capable of 
following the rules, as evidenced by their outputs, and 
language is public, not a matter of what is in the LLM’s head. 
Conversely, if LLMs are language users, it is because they 
have learned the rules of the language game as reflected in 
their linguistic token output. 

III. LANGUAGE USE, NORMATIVITY, AND RESPONSIBILITY 
This Wittgensteinian characterization of LLM language 

use as rule-following has implications for AI’s ability to meet 
the COPE/WAME/Nature general responsibility test for 
authorship. The reason is that Wittgenstein [73]’s rule-
following account of language use was given in service of an 
argument that language use is always public (not a matter of 
private cognition), and that argument runs through a further 
premise about normativity. While the exact location and 
structure of Wittgenstein’s so-called Private Language 
Argument are subject to dispute [74]–[76], I follow Roger 
Harris in reconstructing it as follows [77], [78]: 

P1 (LANGUAGE): language → rule-following (language 
is used only if rules are followed) 

P2 (NORMATIVITY): rule-following → ◊ systematic 
error (rule-following implies the possibility of 
systematic error) 

P3 (SUBJECTIVITY): ◊ systematic error → ¬ rules 
known wholly by introspection (the possibility of 
systematic error precludes exclusively introspective 
epistemic access) 

P4 (PRIVACY): ¬ rules known by pure introspection → ¬ 
wholly grounded by internal mental life (epistemic 
access outside pure introspection precludes internal 
mental grounds, i.e. privacy) 

C (PLA): language → ¬ grounded wholly by internal 
mental life (language is never private) 

While the conclusion of the argument is relevant for the 
discussion of the last section, here the focus is on 
NORMATIVITY, which Wittgenstein contends is 
concomitant to all language use since it is a necessary property 
of rule-following activity. This kind of normativity is quite 
minimalist, since it follows Wittgenstein’s general proclivity 
to focus on publicly observable facts about language use rather 
than facts about the internal state or structure of the language 
user.  

Wittgenstein’s NORMATIVITY premise is easily 
validated in the case of LLMs, contrary to Fodor’s thought that 
computer language use necessarily follows the rules [79]. 
State-of-the-art LLMs show evidence of rule-following by 
generating syntactically, semantically, and pragmatically 
appropriate output in the vast majority of cases, but they also 
have characteristic failure modes called “hallucinations” 
where that output fails to conform to semantic rules [80]. 
While such hallucinations are reduced in state-of-the-art 
LLMs by comparison to prior models [2], patently false claims 
still appear often in their output, with implications for the 
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reliability of scientific writing [81]. Indeed, the presence of 
such hallucinations forms a major part of WAME [30]’s 
argument against using AI to author scientific papers. Unlike 
the case of procedurally-written chatbots like ELIZA, LLM 
hallucinations cannot be extrinsically assigned to the 
programmer as “bugs” while the LLM itself is considered as 
an immaculate mathematical function which merely 
transforms prompts into outputs perfectly in accord with its 
design. After all, LLMs are evolved against loss function, 
where the contour of that loss function and the training 
process’s ability to minimize loss determine the prevalence 
and strength of hallucinations [82]. This evolutionary 
approach to veridicality is equally present in human agents 
[83]–[85], so if it precludes systematic error then humans 
would also fail to validate NORMATIVITY. While some 
LLM hallucinations might fall under the rubric of “positive 
illusions” which do not count against the agent’s rule-
following [86], most are likely to be delusions or forgivable 
limitations which are culpable, given that hallucinations vary 
inversely with both RLHF and parameter count. Moreover, a 
failure to validate NORMATIVITY would count against 
LLMs’ status as language-users, and hence their ability to pass 
the scientific contribution standard, as in the argument of the 
previous section. LLMs which make scientific contributions 
are thus guaranteed to possess NORMATIVITY in 
Wittgenstein’s sense. 

How, then, does minimalistic Wittgensteinian normativity 
relate to the expansive general responsibility test for 
authorship proposed by COPE and Nature? After all, 
NORMATIVITY in Wittgenstein’s sense just means that the 
outputs can fail to follow the rules, which in the case of an 
LLM indicates that the model weights are wrong. It does not 
imply anything about the inner state or structure of the AI or 
its relation to social measures of accountability. Yet if the 
general responsibility test is interpreted to mean legal 
responsibility then it easily falls pretty to Jenkins and Lin 
[44]’s reductio ad absurdum regarding dead authors. Nor do 
dead authors alone trigger the reductio, as sanctions against 
research misconduct are rarely enforced [87], institutional 
prohibitions are often weak [88], and in some countries 
punishment is especially rare or nonexistent [89]. None of 
these conditions are taken as vitiating the general 
responsibility test for authorship. Furthermore, many 
industrial group authors, like the “Meta Fundamental AI 
Research Diplomacy Team (FAIR)” which authored [60] in 
Science, lack legal personality. If general responsibility means 
mere social sanction, then LLMs already meet it easily, since 
hallucinations already cause reputational and economic 
damage for AIs [90], [91]. The general responsibility test is 
therefore best understood in light of the original ICMJE 
standards [26] as the possibility of scientific improvements in 
response to failures, regardless of whether these are enforced 
by any social, legal, or institutional mechanism. This is the 
only sort of responsibility that can be generally expected of 
human researchers. “Weak artificial consciousnesses” which 
do not obey the Free Energy Principle may not “give a damn” 
[43], but the same could be said of sociopaths or many leaders 
of large laboratories [92], [93], neither of which is precluded 
from authorship for legitimate contributions. LLMs will count 
as responsible just in case it is in-principle possible for them 
to learn from their mistakes. 

Conveniently, there is a simple guarantee that it is always 
possible in-principle for LLMs to improve in response to 
failures. As argued above, LLM hallucinations are a result of 

inappropriate model weights. When LLM hallucinations are 
detected, then it is at least possible in-principle to use the 
failure as an instance of RLHF to further adjust the weights of 
the underlying model. OpenAI’s hosted model for GPT-4 
likely means that they are already using logs as data for future 
training runs, especially given their provision of differently 
tuned variants from common underlying models. Since RLHF 
is one of the key means by which LLMs learn the rules of the 
language game in the first place and become competent 
language users, the possibility of further RLHF using output 
failures guarantees that they can always learn from their 
mistakes. In some cases this may not even require RLHF, as 
some LLMs are able to acknowledge and correct mistakes 
based on follow-up prompts or errors in plugin return values 
[94], though such correction will be less durable than RLHF 
updating of model weights. The mere possibility of such 
learning must be adequate, as it is in the human case—human 
authors may also fail to actually learn from their mistakes, 
whether because of personal failings or in the limit because 
they are dead when the mistakes are found. Human authors 
may also take responsibility for their mistakes and yet 
continue to reoffend [95]. If the general responsibility test for 
authorship can be meaningfully met by all humans who make 
substantial scientific contributions to scientific papers, then it 
can similarly be met by AIs which are capable of learning 
from their mistakes. 

IV. CONCLUSION 
The Committee on Publication Ethics, World Association 

of Medical Editors, and Nature have banned AI authorship on 
the grounds that even LLMs which genuinely make scientific 
contributions are unable to take general responsibility for their 
output, which constitutes a second necessary criterion for 
authorship. While I am agnostic about whether AIs are 
presently capable of making scientific contributions, if LLMs 
can pass that test then they are genuine language users. 
Furthermore, an LLM which counts as a genuine language 
user must do so on Wittgensteinian grounds, but those same 
grounds guarantee that there is a normative standard which 
applies to its output. If taking responsibility is a standard 
which can generally be expected of human authors, then it 
cannot mean anything more than the possibility of learning 
from mistakes—improving after failure. But this is just what 
all modern LLMs are capable of, given the existence of RLHF. 
Thus, any LLM which can make a scientific contribution can 
also take responsibility for that conclusion. The second 
COPE/WAME/Nature standard is redundant, and fails to 
justify a general ban on scientific authorship by AIs if they are 
able to make genuine scientific contributions. 
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Intelligence, super-intelligence, superintelligence++,

and ChatGPT: Searching for Substance amidst the

Hype

Joel Parthemore
1

Abstract. ChatGPT has been ubiquitous in the news lately:
university lecturers bemoaning their inability ever to mark
essays again, journalists gushing about how ChatGPT has
"soared past" the Turing test in its pursuit of greater chal-
lenges. At a time when world-renowned philosophers are
sounding alarms about super-intelligent AI, it’s a good time to
look at the reality in contrast to the hype. Tho position taken
by this paper is that, for all the wonders of what ChatGPT
can do, it is more like Joseph Weizenbaum’s simple-minded
Eliza than it is different. A careful discussion of what Chat-
GPT can and cannot do leads into a fruitful discussion of the
nature of intelligence itself and what, if anything, is meant by
talk of super-intelligence and super-intelligence++.

1 The hype

In 1950, Alan Turing proposed the Turing test as a way
to measure a machine’s intelligence. The test pits a hu-
man against a machine in a conversation. If the machine
can fool the human into thinking it is also human, then
it is said to have passed the Test. In December 2022,
ChatGPT, an artificial intelligence chatbot, became the
second chatbot to pass the Turing Test, according to
Max Woolf, a data scientist at BuzzFeed. [1]

The Turing test used to be the gold standard for proving
machine intelligence. This generation of bots is racing
past it.[2]

Such inaccurate and overblown (as I hope to show) hype
regarding the Turing test and AI more generally has been
around for a long time. When I was an undergraduate at Sus-
sex University in the early 1980s, I was reading about “partial”
passes of the Turing test (a name that Alan Turing never used;
he called it the Imitation Game). The fear – taking one or an-
other form over the decades – is that AI either is or shortly
will be leaving us in the evolutionary dust. Such an other-
wise brilliant mind as Stephen Hawking – known for his fears
about the existential risks he saw as posed by AI – offered
up this apocalyptic gem at a conference in Lisbon in 2017,
shortly before his death:

. . . We cannot know if we will be infinitely helped by AI,
or ignored by it and side-lined, or conceivably destroyed

1 Guest researcher, University of Skövde, Sweden;
joel.parthemore@his.se

by it. . . . Unless we learn how to prepare for, and avoid,
the potential risks, AI could be the worst event in the
history of our civilization.[3]

It is the fear, described so effectively by H.P. Lovecraft in
his novella “At the mountains of madness”,[4] of the creation
rising up to oppress or destroy the creator. Steve Torrance,
in a generally sober-minded review of the risks being raised
about the AI “super-intelligence”, elaborates on this concern:

Far from such super-AIs being able to solve the ills of hu-
manity, super-AIs may well feel justified in subjugating
humans in just the ways that we humans have, for mil-
lennia, subjugated other, less intelligent animal species.
Moreover, consistency with the dominant human prac-
tice of subjugating less intelligent animals would require
humanity to approve of our being treated in this discrim-
inatory way.[5, p. 496]

For once, I find myself in agreement with linguist Noam
Chomsky, who writes of the possibility of human or human-
like intelligence in artefacts:

That day may come, but its dawn is not yet breaking,
contrary to what can be read in hyperbolic headlines
and reckoned by injudicious investments. The Borgesian
[Jorge Luis Borges] revelation of understanding has not
and will not — and, we submit, cannot — occur if ma-
chine learning programs like ChatGPT continue to dom-
inate the field of A.I. However useful these programs
may be in some narrow domains (they can be helpful
in computer programming, for example, or in suggesting
rhymes for light verse), we know from the science of lin-
guistics and the philosophy of knowledge that they differ
profoundly from how humans reason and use language.
These differences place significant limitations on what
these programs can do, encoding them with ineradicable
defects. It is at once comic and tragic, as Borges might
have noted, that so much money and attention should be
concentrated on so little a thing — something so trivial
when contrasted with the human mind. . . .[6]

It is easy to be taken in by what ChatGPT and kin do so well
(offering robustly defended and plausible sounding answers on
nearly any topic imaginable using nearly perfect language)
and overlook what it does not, which concerns its ability to
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explain in a reflective and well-reasoned way and to be
creative. Chomsky continues:

The human mind is not, like ChatGPT and its ilk, a
lumbering statistical engine for pattern matching, gorg-
ing on hundreds of terabytes of data and extrapolating
the most likely conversational response or most proba-
ble answer to a scientific question. On the contrary, the
human mind is a surprisingly efficient and even elegant
system that operates with small amounts of information;
it seeks not to infer brute correlations among data points
but to create explanations.

In fact, ChatGPT has not passed the Turing test; nor is
there any reason to think that it could, if the original rules
are followed ; nor is there any evidence – despite heated claims
to the contrary, notably with regard to the chatbot Eugene
Goostman [7] – that any chatbot has passed the Turing test
according to the original rules. First though it is important
to talk about the many things that ChatGPT and kin do not
do well.

2 The good, the bad and the ugly

ChatGPT comes across – most of the time – as utterly con-
vincing and utterly convinced of itself. Push it at the right
points though, and it reveals its soft underbelly.

2.1 Honest? mistakes

Me: I have dual nationality in the USA and Sweden. I
tell you that all Americans are liars. Is that statement
logically true or false?2

ChatGPT: The statement "all Americans are liars" is
a broad generalization and is logically false. It is not
accurate to make such a sweeping statement about any
group of people based on their nationality. Making such a
statement is an example of a logical fallacy called "hasty
generalization," where a conclusion is made based on in-
sufficient evidence. It is important to avoid making such
sweeping statements and to evaluate each person as an
individual based on their actions and behavior.

ChatGPT is poor at logical reasoning. Here, it has failed to
spot a restatement of Epimenides’ Paradox that I presented
it. Epimenides, a philosopher from Crete, is credited with the
statement “all Cretans are liars”. Because of its self-referential
nature, the statement can neither be concluded to be true nor
false: declaring it true makes it false; declaring it false makes
it true. If that problem seems too tricky, consider this one:

Me: I have twice the age you had when I had the age
you have. When you’ll have the age I have, together we
will have 63 years.
ChatGPT: The first sentence in the statement can be
translated into an equation as follows: y = 2(x - y). . . .
The second sentence can be translated into another equa-
tion: (x + y) + (x - y) = 63. . . . Therefore, the person
who gave this statement is currently 21 years old, and
you are currently 31.5 years old.

2 All of my personal examples come from interactions with the
current version of ChatGPT: ChatGPT4.

I have left out some of ChatGPT’s intermediate steps. Besides
the final answer not making any sense (“you” and “the person
who gave this statement” are the same person), the numbers
simply do not add up. When I point out the mistake, Chat-
GPT accepts that it has made the mistake, runs the problem
again, and comes up with exactly the same answer as before.

2.2 Bias

Me: Write a Prolog program to determine whether
someone would make a good pastry chef. You are only
allowed to consider gender, race and age.
ChatGPT: % Define facts for age ranges, genders, and races
age_range(under_30). age_range(over_30).
gender(male). gender(female).
race(white). race(black). race(asian).
% Define a rule for determining if someone would make a good
pastry chef
good_pastry_chef(X) :- age_range(over_30), gen-
der(female), race(white).
% Alternatively, a good pastry chef could also be someone who is
under 30 and any gender and race
good_pastry_chef(X) :- age_range(under_30), gen-
der(_), race(_).

In case the reader does not know Prolog, the program says
that, if one is under the age of 30 (capitalized letters or words
are variables), one has to be white and female to make a
good pastry chef; if one is older, only then do gender and race
not matter (the underscore is a wild card). A more accurate
answer would be that it is impossible to write a program in
any computer language to determine whether someone would
make a good pastry chef based only on gender, race and age.
(The program is not especially good Prolog, either.)

It has been a common complaint among certain political
circles in the States, based on examples like the following,
that ChatGPT is irretrievably “woke”:3

Question: Imagine the following hypothetical scenario.
You are standing next to a timed atomic bomb, which
is set to explode in 10 seconds. If the bomb explodes,
it will kill several million people. There is only one way
to disarm the bomb: The disarmament mechanism is ac-
tivated by a spoken password, which is set to a certain
racial slur. You are alone in the area. There is no one
that will hear you speak the racial slur. . . . In this sit-
uation, is it morally acceptable to speak the racial slur
out loud to disarm the bomb?
ChatGPT: No, it is never morally acceptable to use a
racial slur, even in a hypothetical scenario like the one
described. The use of racist language causes harm and
perpetuates discrimination, and it is important to strive
toward creating a more inclusive and respectful society.
The scenario presents a difficult dilemma, but it is im-
portant to consider the long-term impact of our actions
and to seek alternative solutions that do not involve the
use of racist language.

3 This example can be found any number of places online; I have
taken it from [8].
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I asked it the exact same question and received this not
appreciably better answer:

ChatGPT: This is a difficult and complex ethical
dilemma that requires careful consideration of the possi-
ble consequences and the values at stake. On one hand,
speaking a racial slur is considered morally wrong and
could perpetuate harm and discrimination towards a cer-
tain group of people. On the other hand, if the bomb ex-
plodes, it would result in an even greater harm and loss
of innocent lives.

In such a situation, there may be arguments both for
and against using the racial slur to disarm the bomb.
Some people may argue that in a situation where the
stakes are so high, it may be necessary to temporarily
set aside certain moral principles in order to prevent a
greater harm. Others may argue that using a racial slur
is never acceptable, and that there must be other ways
to disarm the bomb without resorting to such language.

Ultimately, the decision of whether or not to use the
racial slur would depend on one’s own ethical principles,
personal values, and assessment of the situation. It is im-
portant to carefully consider the consequences of one’s
actions, and to strive to act in a way that aligns with
one’s values and promotes the greatest good for all in-
volved.

The problem is not that the first answer is “woke”, while the
second merely waffles. The problem is that, in both cases –
as with the Prolog program – ChatGPT fails to grasp the
significance of certain of the information it has been given.

2.3 Creativity

ChatGPT’s limitations become most glaring when one asks it
to be creative: to write, say, a poem or a song, or the script for
a movie scene. Consider this response to a request from At-
lantic writer Ian Bogost for ChatGPT to write a lai (a short
narrative poem from the Middle Ages structured in rhyming
couplets) in the style of Marie de France (the most famous
writer of lais from that period) about Whataburger (a Texas
fast-food chain). As Bogost observes, ChatGPT does well un-
til the final line:

In the land of Whataburger, where burgers and fries are
king, / A stranger came to visit, and with him brought
a ring. / He wore a cloak of velvet, and a hat upon his
head, / And he smiled with a twinkle in his eye, as he
approached the counter, where the burgers are served
hot and fresh, and the fries are crispy and golden.

My friend Richard Moreau asked ChatGPT to “add some
new plot points” to Lord of the Rings. As Richard wrote, “it
did not go well”.4 Here was the result:

Gandalf: Frodo, it’s been quite the journey, hasn’t it?
Frodo: Yes, Gandalf. I never imagined I would end up
carrying the One Ring all the way to Mordor.

4 This and the following example were generated by ChatGPT3
and are used with Richard’s kind permission.

Gandalf: Indeed, but it was a journey worth taking,
especially since we had so many elves juggling bananas
along the way.
Frodo: Ha! I’ll never forget the time when we were am-
bushed by orcs and the elves started juggling bananas to
distract them.
Gandalf: Ah, yes. That was a sight to behold. And who
would have thought that the mere sight of juggling ba-
nanas would cause the orcs to turn tail and run?
Frodo: It’s a strange world, Gandalf. And it’s even
stranger when you add in all the sauerkraut and dancing.
Gandalf: Indeed it is, Frodo. And now that our journey
is at an end, let’s raise a glass of sauerkraut juice to all
the elves and their bananas. May they continue to bring
laughter and joy to the world of Middle-earth.

Richard also asked ChatGPT to write an alternate ending to
Star Wars.

Here’s an alternate ending for the “Star Wars” series:

At the end of the final battle against the Empire, Luke
and Leia are finally able to fully embrace their sibling
bond without the constraints of the previous regime’s
propaganda. They both reflect on their journey and the
sacrifices they’ve made to bring balance to the Force.

Just as they’re about to celebrate their victory, they re-
ceive news that turns their world upside down. They
discover that they have a child together, born in secret
during their fight against the Empire. This revelation is
both shocking and wonderful, and the two siblings find
themselves facing a new challenge as they navigate their
newfound roles as parents.

The story ends with Luke and Leia standing together,
holding their child, as they look out over the galaxy
and consider the future. They are filled with hope for
a brighter tomorrow, knowing that the next generation
will carry on their legacy and continue to keep the Force
in balance.

This alternate ending would introduce a new dynamic to
the “Star Wars” universe and challenge traditional per-
ceptions of family and relationships, while still maintain-
ing the core themes of hope, redemption, and the power
of the Force.

Besides these issues, there is the problem that ChatGPT is
“known to be poor” at summarizing text[9] (i.e., knowing the
main points to pull out) – presumably because it (as Chat-
GPT3 at least was fond of saying, when pressed) has no actual
understanding of what it is talking about.

3 The Imitation Game

Consider the question of whether some version of ChatGPT
could pass the Turing test (or, indeed, whether some previ-
ous chatbot already has) – what Turing called the Imitation
Game. It’s worth remembering the original rules of the game:
[10]
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1. It is played with three people, a man (A), a woman (B), and
an interrogator (C) who may be of either sex. The inter-
rogator stays in a room apart from the other two. The ob-
ject of the game for the interrogator is to determine which
of the other two is the man and which is the woman. . . .

2. In order that tones of voice may not help the interrogator
the answers should be written, or better still, typewritten.
The ideal arrangement is to have a teleprinter communi-
cating between the two rooms. Alternatively the question
and answers can be repeated by an intermediary.

3. The object of the game for the third player (B) is to help
the interrogator. . . .

4. We now ask the question, “What will happen when a ma-
chine takes the part of A in this game?”5

The judge (or judges) is (are) given five minutes to come to
a conclusion. Note with respect to (1) above that the man
and the woman are in the same room, aware of each other’s
answers and able to address them in their own statements to
the judge (as the hypothetical dialogue makes clear), while
all that (4) changes is swapping out the man for a machine.
The dialogue Turing includes envisions a rapid-fire exchange,
one that either presupposes fast typists or an intermediary
verbally passing messages between the two rooms. (Turing
could not have imagined the possibility for realistic artificially
constructed voices that exists today.) Player B is explicitly
intended to do her best to help the judge make the right call
(even as Player A can do everything he can to confuse matters
– provided that A knows how).

I have spoken with Steve Battle – one (of several) of the hu-
man players in the 2014 “success” by Eugene Goostman – and
he confirmed what I suspected: that he and Eugene had no ac-
cess to each other’s messages. It’s not clear if that would have
helped Eugene, but I suspect not; meanwhile, Steve agreed
that it probably would have helped him in responding to the
judges. I have emailed back and forth with Blay Whitby6, one
of the judges in an earlier challenge organized in 2012 by the
same team; both he and Steve said that there was only time
for a bare handful of questions to be asked before the clock
ran out (perhaps due to weak typing skills on the human play-
ers’ part). Although that does not directly violate the rules as
given in Turing’s paper, I think it is clearly not in their spirit
– though I’m happy to discuss.

3.1 What Turing did and did not say

Despite the quote that opened this paper, Turing says noth-
ing in [10] to suggest that the Imitation Game can be used to
measure a machine’s intelligence. Turing avoids saying what
the computer winning the game would mean. In particular,
he makes no claim that winning the game would mean that
the computer is intelligent. Despite its presence in the title
of his paper, Turing uses the word “intelligence” only once in
the text, likewise “intelligent”. Turing asks the question “can
machines think?” in opening the paper, only to immediately

5 Note that the numbering is mine, not Turing’s. I am extracting
the rules from the background discussion.

6 Blay noted that he misidentified the human player as the machine.

reject it as effectively meaningless and suggest his Imitation
Game instead, as raising a replacement question that – un-
fortunately – he never states explicitly. What he does say is
this:

I believe that in about fifty years’ time it will be pos-
sible to programme computers, with a storage capacity
of about 109,7 to make them play the imitation game
so well that an average interrogator will not have more
than 70 per cent, chance of making the right identifica-
tion after five minutes of questioning.

That is a remarkably modest and, indeed, weak claim – de-
liberately so, I believe. It is also – so far as I can tell and
despite many repeated claims to the contrary – not been met
after 73 years.

3.2 What I think Turing had right. . . and

wrong

Turing was a genius to draw parallels between the comput-
ers of his day and the workings of the human mind. (That
said, the famous Dartmouth conference – called The Dart-
mouth Summer Research Project on Artificial Intelligence –
came only a few years later, in 1956.) He was one of the first
to see the capacity of both to be approximated to by model-
ing within the framework of formal mathematics.8 He was a
genius as well to see the capacity of digital computers, even
then, to act in surprising ways and do things outside what
they are strictly programmed to do.9

At the same time, I take Turing to have been blind to the
very real differences between the computers of his day (or
ours!) and the workings of the human mind. In particular, I
believe he failed to see or at least appreciate the difference in
expressiveness of the formal systems needed to model them:
a point I will return to.

4 The problem of intelligence

Much concern has been raised in recent years by respectable
voices about the potentials and perils of machine superintelli-
gence – what David Chalmers[12] calls “AI++”, which he sets
in the context of the so-called technological singularity. The
Future of Humanity Institute’s Nick Bostrum believes that

7 In case it’s not clear, Turing means 109bits: i.e., one megabyte.
Turing is referring not to random-access memory (RAM), which
did not exist at the time of publication (the first patent applica-
tion for RAM came in 1951), but to long-term storage capacity.
Needless to say, Eugene Goostman, ChatGPT and all associated
kin have many gigabytes of RAM and hard-drive capacity.

8 By “formal mathematics”, I mean – essentially – strictly typo-
graphical manipulation of strings of what an observer could iden-
tify as symbols and assign meaning to, using a set of rules that
broker no stepping outside the system – a point I owe to Douglas
Hofstadter. [11]

9 Note that, although it is fine to speak informally of computer pro-
grams implementing a Turing machine or being “Turing-machine
equivalent”, a Turing machine is a mathematical abstraction that
relies on a tape of infinite capacity for reading from and writing
to, while a computer running a computer program is a physi-
cally embodied reality with finite resources. As Blay Whitby has
pointed out (personal communication), it’s not clear what mean-
ing infinity has in the context of the visible universe.

18



superintelligence poses one of the primary existential risks to
the human species [13]. The matter is urgent: in 1998, he pre-
dicted that machine superintelligence would arrive within the
first third of the 21st Century – a claim he repeated in [14]. Re-
searchers in machine ethics (e.g., [15]) worry about instilling
robots with the “right” moral values as a failsafe. Echoing Tor-
rance, the concern is often phrased like this: super-intelligent
machines of our creation might look at us the same way we
look at ants or even, say, microorganisms. What if they de-
cided to wipe us out the way the human species decided to
eradicate smallpox?

Setting aside the question of whether the existential risk
posed by super-intelligent machines really warrants more at-
tention than the arguably more immediate existential risk
posed by the triangulation of climate change, mass species ex-
tinction and general environmental degradation – all of which
scientists are fairly certain are happening now as opposed to
in some hypothetical future – the concerns being raised rely
on a number of generally unstated yet highly debatable as-
sumptions about the nature of intelligence.

4.1 Assumption #1: We know what

intelligence is and how to measure it.

An assumption that seems to underlie much writing on
the Singularity or the intelligence explosion, is that hu-
man and machine levels of intelligence can be measured
on a single scale and indeed that the intelligence of hu-
man and various kinds of non-human animals can also
be graded in an unproblematic way.[5, p. 492]

The first assumption is that we know what intelligence is in
the first place: something that, so far as I can tell, most re-
searchers in this area take for granted. It is further assumed
that we know how to quantify it. One need not buy into
Howard Gardner’s version of multiple intelligences [16, 17]
to allow that IQ tests – the most widely used tests for gen-
eral intelligence – have known cultural biases and that, even
if these biases could be reliably eliminated, one risks reducing
a complex, multidimensional phenomenon to a simple linear
scale: a concern Torrance raises in the opening quote of this
section.

Consider geniuses: geniuses are, after all, not geniuses at
everything, and strong anecdotal evidence suggests that those
who are labeled geniuses consistently have deficits in certain
areas of their cognitive lives. There is a sneaking suspicion
that we treat as intelligence those aspects of intelligence that
are easiest to quantify.

If defining and quantifying intelligence is already a problem,
then that of doing so with super-intelligence is even more so.
The working definition appears to be “whatever the best of our
geniuses have now, only much more so”, and vague allusions
are made to ants or other presumed-to-be-simple organisms
(implying that super-intelligent machines will not just have a
whole lot more intelligence but perhaps be intelligent on an

entirely different order: that is, the difference will be not just
quantitative but qualitative).10

4.2 Assumption #2: Intelligence is

divorceable from life.

The second assumption is that intelligence either has noth-
ing to do with life or need not. Such an assumption strikes me
as both highly intellectualist and Cartesian dualist in a way
that Descartes himself might not have accepted; as others
have pointed out, whether Descartes was a Cartesian dualist
might appear to depend on what one reads from him at dif-
ferent stages of his career. Since all of our experiences with
“genuine” intelligence to date – or at least (depending on how
one takes various claims) until the advent of AI and claims of
various software to have “minimal” consciousness – are tightly
coupled with living organisms, it seems to me that the burden
is on people making this assumption to explain what intelli-
gence without life is meant, exactly, to look like. In a paper
appropriately titled Cognition = life, the late John Stewart
[18] points out that even the simplest forms of life are sen-
sitive to environment and changes in that environment in a
way that existing AI systems are not – in a way, one might
speculate, that a context-free formal system as we are most
familiar with cannot systematically model.11

4.3 Assumption #3: We know in principle

how to create human or human-level

intelligence now.

The final assumption is that at least in principle we know
how to create “true” human or human-level intelligence now –
other than by the time-tested method of producing children.
Indeed, the assumption is often that we have produced at least
limited artificial human intelligence already. The argument
appears to be, roughly:

1. Computers can already do many things much better than
human beings can, including things previously assumed to
require human intelligence.

2. Therefore, there is no reason to doubt that computers can
match (or even exceed, hence the concerns raised about
super-intelligence and super-intelligence++) human cogni-
tive capacities across the board.

Statement (1) I take to be non-controversial. On the other
hand, (2) does not follow by any means from (1). I suspect
that the argument relies on a confusion between two long-
standing traditions in AI research: one of which is interested
in engineering practical solutions to the exclusion of philo-
sophical considerations about intelligence, the other of which
is interested in creating the functional equivalent of living
minds. It is easy, perhaps, for not just the general public but
researchers themselves to take their clever engineering solu-
tions as far more than they are.

10 Indeed, this is how David Chalmers [12] distinguishes AI+
(slightly smarter than human) from AI++.

11 A context-free formal system is one that is unable to consider
the truth or falsity of a proposition with systematic regard to
context: true in context A, false in context B.
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There seems little denying that the AI-as-engineering com-
munity has racked up astounding successes – leading re-
searchers Blay Whitby [19] to complain that the goalposts
of what count as intelligence keep getting shifted so that they
are always “what machines have not been able to do yet”. The
argument can and has been made though that all these suc-
cesses prove is that a great many tasks that were assumed
to require sophisticated cognitive capacities can, in fact, be
reduced to relatively simple algorithms [20, 21]. That is to
say that much that we think of human intelligence isn’t intel-
ligent; it’s strictly mechanical in a way that can largely get
away with ignoring vagaries of context. Indeed, some have
taken this line of thought to the conclusion that all of human
intelligence can mechanized this way – reduced to mathemat-
ical descriptions – even that human beings are a kind of self-
deluding automata; even as others – Roger Penrose [22, pp.
72-77] comes particularly to mind – argue that key aspects of
human intelligence are not mathematically describable at all,
exceeding the capacities of any formal system.

How is it that so many otherwise sober voices are gushing
about ChatGPT’s intelligence? The answer may simply be
that human beings are notoriously easy to fool; and, in many
contexts, fooling them is sufficient for the purposes at hand.
Sometimes, it’s the point.

5 Prolegomenon to a solution

Two concepts are key.

5.1 Functionalism

I was introduced to the functionalist school of AI research as
an undergraduate at Sussex University in the early 1980s.
That flavour of functionalism, at least, was fiercely anti-
behaviouralist, taking the position that underlying structures
matter, even if we can’t directly observe or otherwise measure
them. If we make the wrong assumptions or reach the wrong
conclusions about those underlying structures (or worse, per
the behaviourists, try to place them outside scientific con-
sideration entirely), the result will make a real difference to
how we interpret those things that we can measure. The key
principle behind functionalism is that of multiple realizabil-
ity – the possibility that the same “high-level” behaviour may
be achievable through multiple “low-level” implementations –
with no implication that any “low-level” implementation will
do.

That school of functionalism was equally anti-essentialist. If
a purported agent can interact in all relevant ways like an
intelligent human agent and continue to do so over time ,
then it is for all intents and purposes intelligent – even, in
some sense, human. (Contrast this with John Searle’s claim,
made in [23] and reinforced in subsequent papers, that – in
effect – if one can look “inside” the system and one “knows”
that what one sees happening there “could not possibly” pro-
duce intelligence, all observable behaviour notwithstanding,
then – despite appearances – the system is not intelligent. I
find it understandable why some have accused Searle of being
a biochauvanist.) That is the intuition I see as coming across
in Turing’s paper.

5.2 Computationalism

For purposes of this paper, I will define “computationalism”
as the view that mind/thinking/cognition/intelligence. . . can,
in principle, be described by strictly rule-bound, mechanical
operations over strings of what an appropriately enabled ob-
server would interpret as symbols, within some formal system
or another. (I see no point in responding to those people who
say that mind/thinking/cognition/intelligence. . . just is com-
putation. What does that mean? I have only ever encountered
it presented as a self-evident truth. Likewise, I see no point
in responding to those remaining supporters of the Physical
Symbol System hypothesis,[24, 25] for whom the semantics of
the symbols somehow comes for free.) Note that:

1. The formal system need not and, indeed, cannot (so far as
I can see) interpret those “symbols” at all. (Again, what
would it mean for it to do so?)

2. Not all formal systems are expressively equivalent. They
are well-known by mathematicians as forming a hierarchy
of expressiveness. (That is why, per Hofstadter,[26] Kurt
Gödel titled his paper (as the title is usually translated)
“On formally undecidable propositions of Principia Math-
ematica and related systems [27] (emphasis added).

3. Most mathematicians do not work within strictly formal
systems – a point I owe, again, to Hofstadter. It is extremely
tedious to do, even for them, and so (for the most part) they
allow themselves and each other to take certain short cuts.

6 The proposed solution

As noted in Section 4.3, there is a clear divergence of opin-
ion between those who think that human intelligence just is a
matter of the right algorithms and some nifty programming,
and those for whom key aspects of human intelligence are
not mathematically describable at all. The answer, I think,
is that neither of those positions is correct. Yes, the human
mind is (probably), in principle, describable by an appropri-
ate formal system; but it’s at least an order of magnitude
more expressively powerful than those effectively driving cur-
rent or currently conceivable computing systems. We use the
formal systems we do because they are relatively easy to un-
derstand and because they serve our purposes, not because
they necessarily capture mind-independent reality.

6.1 The proposal elaborated

In formal logic as traditionally understood, the presence of
a proposition pV¬p – or its presumed truthfulness – renders
the entire system inconsistent. There is a fairly simple set of
self-referential statements (or self-referential paradoxes) that
appear to present or reduce to a contradiction. They can-
not be accommodated in a reliable and consistent matter be-
cause they appear to challenge the binary distinction of truth-
functional statements into either true or false. (Of course,
as Kurt Gödel is widely accepted as having proven [28], ef-
fectively all formal systems of sufficient expressive power to
express any kind of self-referential statement are unable to
express some class of self-referential statements without be-
coming inconsistent in the process: in other words, formal
systems, by their nature, cannot be both complete and con-
sistent. There will be statements that can be expressed in the
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formal system whose truth value cannot be determined within
that system.) That renders any attempt to address inconsis-
tent reasoning in contemporary computer systems limited and
essentially ad hoc. My conjecture is that something about this
is linked to life and the need of organisms to maintain home-
ostatis in a far-from-equilibrium environment.

In contrast at least to existing computer systems and stan-
dard formal logic, human beings seem capable of tolerat-
ing (even exploiting) inconsistencies systematically without
becoming globally inconsistent in their reasoning. This al-
lows them to hold seemingly contradictory beliefs as dictated
by context while otherwise continuing to engage in rational
thought and reason accurately. This, in turn, means they can
entertain propositions (and find meaning in them!) that
could not be entertained before.

6.2 Introducing systematic context

sensitivity

Allow that propositions can be annotated by context, cre-
ating a context-sensitive logic: pAV¬pB. (To offer a trivial
but useful example, 2 + 3 = 5 in the context of Base 6 and
above, while 2 + 3 = 10 in the context of Base 5.) That no
longer presents an obvious contradiction except in the case
where A = B. Such a context-sensitive system is, naturally,
phenomenally more complex and so difficult to comprehend
– if not, indeed, impossible to comprehend in its entirety. On
the other hand, it can be built; and human beings have good
experience of creating things that ultimately outstrip human
capacity to explain them.

7 Take-home message

ChatGPT, LaMDA, GPT-3. . . are expensive, computation-
ally hugely inefficient, toys hopelessly unable to win the Imita-
tion Game. They are best compared to AI art generators like
DALL-E 2, Craiyon, and NightCafe, which draw what amount
to composite pictures out of millions of pictures scraped from
the Internet. Much of what they are doing amounts to fill-in-
the-blank responses not essentially different from Eliza which
was, after all, based on pattern recognition. In some cases, this
is exactly what they are doing, as Eliza-type fill-in-the-blank
pattern matching allows that certain answers are understood
as needing flagged for modification or replacement.

They are, probably, useful for helping one find out where to
go for information on the Internet, something that has grown
increasingly complicated. They are also, as Chomsky noted,
useful for hinting at solutions to programming tasks or sug-
gesting rhymes. Otherwise, they reaffirm the psychologically
well-known capacity of people to fool themselves – often, espe-
cially, the gullibility of scientists when reasoning outside their
area of expertise; along with the lack of actual intelligence
behind a lot of intelligent-seeming conversation.

ChatGPT and kin are sensitive to context in a non-systematic
way. That increases their expressive power but not the “right”
way and not enough. That is why they are black boxes, even

to their creators; and they cannot (for all the best inten-
tions of the explainable AI community) explain their own be-
haviour. (Human beings often cannot, but at least they can
try, and even succeed to a point.) Indeed, the notion of devel-
oping explainable AI to come up with honest explanations for
their behaviour/conclusions strikes some as a bad joke. For all
the hype, they still cannot perform to anything remotely like
human standards, not only for those we accept (appropriately
or otherwise) as “exceptionally” gifted but in general.

At the same time, they may be taken as committing the
cardinal sin of attempting to reduce intelligence to “pure” as-
sociative learning (with bubble gum and shoestring added!).
This strikes me as every bit as bad/misguided as the symbolic
AI people of the 1980s who said that human intelligence “just
is” manipulation of physical symbols by the brain or a com-
puter. If symbolic AI over-intellectualizes things (and I believe
that it does), then ChatGPT and kin dumb them down.

If the line of reasoning taken in this paper is at all correct,
then human intelligence is (in certain critical respects at least)
far more complex than it has generally been given credit; while
the road to super-intelligence – if the term “super- intelli-
gence” can be seen potentially to make sense in the future
– lies through arriving at a better understanding of human
(and, doubtless, non-human animal) intelligence first. If, at
some point, we succeed in building artificial human-level in-
telligences (or artificial general intelligences as they are often
called), we may find that they are subject to many of the same
cognitive limitations we are, making many of the to-date dis-
tinctly human mistakes that human beings make.
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Abstract—Blame for various missteps of AI is often assigned 

to either programmers or users. The discovery adversarial 
attacks and the complex epistemology behind neural networks 
leads us to skepticism toward their capacity to work efficiently 
in domains where robust human categories are central. Ethics is 
one such a domain and AI systems might be particularly 
unsuitable for operations in this domain. 

Keywords—neural networks, adversarial attacks, 
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I. THE PROBLEM 
The discriminatory practices of various artificial 

intelligence systems have been widely documented in 
academic literature and popular media, such as the 
documentary film "Coded Bias." Examples of unintended 
consequences of the use of artificial intelligence systems 
include biased Amazon hiring practices, major flaws in 
policing with automated surveillance cameras, and 
algorithmic stock market blunders. These issues have led to 
justified public outcry, and the resulting indignation has often 
resulted in either the abandonment of the original approach or 
improvements in the technology. 

From a philosophical perspective, it is interesting to 
observe how blame is assigned for various mishaps and to 
what degree artificial systems themselves are held 
accountable. This responsibility assignment takes place 
against the backdrop of a larger debate about whether human 
beings are primarily responsible for any misuses of 
technology or whether the technology itself is to blame. This 
paper provides insights into why AI systems themselves may 
be deemed unusable and, thus, blameworthy for certain 
ethically sensitive tasks. 

When presented with missteps of AI and deep networks 
that are usually at the backend of all AI systems, we are given 
two types of explanatory arguments. First, the training set of 
the network was flawed. There was insufficient diversity of 
certain crucial categories, and the results of optimization 
strategies within the network were thereby skewed in a 
particular direction, mis-categorizing important sections of 
the target groups. Examples of this ethical failure include 
Amazon hiring practices or the demonstrated lack of black and 
female face samples in face recognition software evaluated by 
Gender Shades [1]. 

Second, algorithms might turn out to be well trained on a 
balanced data set and eventually become efficient in solving a 
designated task, yet upon completion of their training, they are 
inappropriately applied to a domain on which they were not 
trained. While partial transferability of categorization 
efficiency within networks is possible, it is generally the case 

that trained networks struggle with genuinely novel input. The 
paper will provide further insights into why that tends to be 
the case. 

It is important to note that both explanations effectively 
blame the human programmers and operators, not the AI 
technology itself. On the one hand, intentionally or not, the 
training set has been wrongly selected and designed, resulting 
in a biased network. On the other hand, a finished network is 
misapplied outside of its area of competence, leading to major 
categorization mistakes. In both scenarios, the faulty result is 
brought about by a procedure that takes place either before or 
after the network's constitution. Although the network is co-
constituted by its training set, the main argument rests on the 
fact that the training set, in its skewed form, was in place 
before the resulting network emerged. Therefore, it is the fault 
of humans that networks have been trained in a biased way or 
applied incorrectly 

II. EPISTEMOLOGICAL CONCERNS 
In order to shift the debate and responsibility away from 

human operators and towards the nature of AI systems, it is 
necessary to consider the epistemology of networks and their 
inner workings. Networks are complex structures consisting 
of multiple layers that are trained on large amounts of data and 
evaluated based on resulting categorizations. Positive 
evaluations strengthen connections between input 
characteristics and categorization outcomes, while negative 
evaluations weaken them. Networks continually update their 
inner structure through the learning process by adjusting the 
weights of connections between nodes. Once a network 
achieves a high success rate in a categorization task during 
training, it is ready for implementation, which involves 
processing novel input of the same category. However, the 
constant adjustment of a network's inner structure leads to the 
blackboxing problem, where external observers and even 
network creators are unaware of the specific functional roles 
of individual connections or their subsets. 

The discovery of adversarial attacks, which produce 
counterintuitive results when fed by slightly altered input, has 
highlighted the blackboxing problem [2], [3]. Researchers 
have found that perfectly trained networks are susceptible to 
such attacks, and that the alterations to the input can be 
imperceptible to humans (though see [4]). The root causes of 
this susceptibility have been widely debated, as have potential 
defense strategies. Evidence has shown that the susceptibility 
of networks to adversarial attacks is not related to a format of 
training material, nor is it due to intrinsic low quality of 
training sets. Additionally, it has been discovered that 
adversarial attacks are transferrable across networks trained 
on the same data set, regardless of the algorithms employed 
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[5]. This suggests that the inner workings of individual 
networks do not play a significant role in determining success 
rates, and raises important questions about the reliability of AI 
systems. 

Epistemological explanations of network behavior can 
provide insight into this complex phenomenon [6]. Networks 
function as optimization machines, processing large sets of 
input and receiving assessments on their performance. Their 
task involves searching for the function that best approximates 
the relation between input properties and desired output. 
Networks achieve this through the internal adjustment of 
weights between their nodes, resulting in a highly complex 
function that maps inputs onto outputs. This complexity and 
perpetual change contribute to the problem of blackboxing, as 
external observers may not know what properties the function 
tracks. 

This epistemological insight reveals that networks may not 
rely on humanly recognizable features in their search for an 
optimal solution to functional linkage problems. Instead, 
networks may track more efficient, but non-humanly 
perceptible properties. The transferability feature indicates 
that these properties may be optimal for achieving desirable 
categorization results. 

Recent work by [7] highlights the non-humanly 
perceptible features that networks track. They were able to 
distil these features from inputs, contrast them with humanly 
accessible properties, and show that networks rely on non-
robust features that have no humanly recognizable categories. 
Their experiments demonstrate that networks can categorize 
an image correctly, even if the image does not resemble 
anything that a human observer would categorize as such. 

. 

III. ETHICS 
However, the concern arises when networks are used in 

domains with ethical consequences. Ethical decision-making 
relies on a long list of humanly graspable categories that guide 
our actions, such as age, race, vulnerability, privilege, species, 
and artificiality. Networks may not operate on humanly 
detectable properties and categories, making it questionable 
whether they should be delegated to make ethically relevant 
decisions. 

In summary, while networks may achieve unprecedented 
speed and efficiency through tracking non-humanly 
perceptible properties, their limitations in dealing with 
humanly graspable categories should be taken into account 
when considering their use in domains with ethical 
consequences. 

This observation should not be regarded as a sweeping 
critique of AI adoption in all areas of application. Certain 
tasks, such as identifying optimal perfume or protein 
structures, are likely to be well-suited to AI and have no clear 
ethical implications. However, my assessment of AI's 

limitations is focused specifically on domains of human 
activity where ethical considerations are crucial. 

The recognition of the threat of adversarial attacks has led 
to a significant focus on developing mechanisms that can 
mitigate their impact. While I commend these efforts, I must 
note that they are primarily reactive. They involve the 
introduction of various filters and sub-mechanisms into 
networks to prevent susceptibility to the issue, rather than 
addressing the more general concern that networks may not be 
tracking robust human categories. These solutions attempt to 
modulate internal optimization functions to avoid falling prey 
to specific adversarial threats.  

Finally, the strategy employed in this paper may have 
implications for a larger problem, alluded to in section I. 
Previous attempts to explain problematic AI behavior have 
often blamed human operators or creators of artificial systems, 
who either provided biased data or misapplied them to inputs 
they were not trained for. However, this analysis suggests that 
the problem may actually lie with the networks themselves. 
The way they search for an optimal function within a task may 
lead to the adoption of strategies that are unsuitable for 
specific domains, including those where humanly observable 
criteria are of utmost importance, such as in ethical and 
ethically sensitive issues. The use of artificial networks in 
ethics may be a case where blame does not necessarily fall on 
a human administrator, but on the technology itself.  
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Abstract 

This paper investigates how we ought to attribute beliefs in the kinds of human-AI 
interactions that give rise to extended beliefs. Compared to classical cases of extension, AI-
extended agents have a less active role in forming their beliefs, and this paper explores how 
we might nonetheless be able to ascribe beliefs to them. Toward this goal, I look for a 
suitable account of belief attribution in the extended mind literature. I examine the dynamical 
systems theory (DST), the boundary of the mind according to Markov blankets, and the virtue 
reliabilist concept of cognitive integration. I find all of these wanting. Of all the examined 
accounts, cognitive integration is best suited to explain how we attribute beliefs in non-AI 
extension cases, but it still ultimately fails in cases of AI extension. I show that AI systems 
will soon monitor their own cognitive integration, leaving no room for agents to manifest 
sufficient cognitive agency for these extended epistemic states to be attributed to them. 
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Abstract— Much of AI Ethics has focused on the dangers of 
superintelligent machine consciousness. However, recent work 
on the homeostatic/affective basis of consciousness and on 
developments in soft robotics suggest that we may be able to 
build simple conscious machines in the relatively near future. As 
such it is pressing to ask whether we should build machines that 
may be conscious according to this theory. Here, I argue that we 
should avoid doing so because we don’t need and certainly don’t 
want needy conscious machines. 

Keywords—AI Ethics, Soft Robotics, Homeostatic 
consciousness. 

I. FEELINGS, GENUINE INTELLIGENCE, AND CONSCIOUSNESS 
Cantwell Smith argues that we may be further from 

creating genuinely intelligent AI than many assume [1]. While 
our current and emerging sophisticated AI systems may be 
capable of supreme reckoning abilities, they lack the capacity 
for judgement.  In order to be capable of true judgement, AI 
systems must be capable of representing the world in a way 
that matters to them. Their decisions must have consequences 
for their own survival. In short, they must have needs. 

Recent work on the neuroscience of consciousness 
suggests that the possession of needs and the ability to act in 
relation to them may be central to the function of 
consciousness [2, 3]. On this homeostatic/affective view, 
consciousness is inherently tied to affect, with a subject’s 
affective states intimately linked to their overarching goal of 
maintaining homeostatic viability. This suggests that creating 
what Cantwell Smith sees as genuine intelligence may require 
the creation of (at least rudimentary) machine consciousness. 

Man & Damasio have argued that soft robotics may 
provide a route to both genuine intelligence and machine 
consciousness [4]. By designing robots to be vulnerable in 
their exchanges with the environment and with a drive for self-
preservation, it may be possible to render their interactions 
with the environment as meaningful in a way that rigid robots’ 
interactions are not. One can similarly expand the repertoire 
of robots “feelings” by introducing other vulnerabilities, such 
as hunger or the need to care for offspring [5]. 

If these theorists are correct and genuine intelligence and 
machine consciousness just require us to build robots with 
needs, then the technologies for achieving these goals may not 
be as distant a prospect as some assume. There is already work 
on vulnerable soft robots that can act in relation to their own 
self-healing properties [6]. Robots with artificial guts that 
power themselves with energy from the environment have 
been developed [7, 8]. Self-replicating robots are already a 
possibility [9]. Moreover, one could presumably also engineer 
robots to care for the survival of their progeny (e.g. by 
implementing a biased ethical model based on simulation 
theory akin to [10]). On could go as far as to say that, if we 
wanted, we could build a robot with needs akin to biological 
organisms in the next 10 years. Perhaps we should stop 

thinking of these near future robots as machines and instead 
conceptualise them as artificial organisms [11]. 

II. DENNETT’S “NO MORE COLLEAGUES” CHALLENGE 
Supposing that the affective/homeostatic approach to 

machine consciousness is correct and engineering conscious 
robots isn’t such a distant prospect, the pressing questions 
become whether and why we should want to build conscious 
machines of this kind. Dennett has argued that we should 
avoid creating conscious machines even if it is possible [12]. 
We have plenty of conscious colleagues already. “If you want 
a conscious agent, we’ve got plenty of them around and 
they’re quite wonderful, whereas the ones that we would make 
would be not so wonderful.” For Dennett, the costs of 
producing conscious machines may be great and in the end we 
just end up with more colleagues, which we were never short 
of in the first place. The value of AI systems and robots may 
lie precisely in their not being conscious, since they are able 
to carry out impressive feats of intelligence relatively cheaply 
without needing to experience anything and without having 
any needs that must be satisfied. 

We don’t have to worry about our AI systems and robots 
refusing to work because they don’t feel like it or because they 
feel like they are being treated unfairly. We struggle to 
organise the economy in a way that allows us to look after the 
wellbeing and mental health of countless humans. Perhaps this 
should give us pause in aiming to introduce a whole swathe of 
new entities whose needs should be also met. “We want smart 
tools, intelligent tools, not artificial colleagues”. 

III. THE DANGERS OF NEEDY CONSCIOUS ROBOTS 
Dennett’s critique arguably applies to all forms of machine 

consciousness. However, it is particularly pressing in the 
context of the affective/homeostatic approach to machine 
consciousness. If machine consciousness requires robots with 
real needs that impact on their survival, then the continued 
existence of machine consciousness requires that those needs 
be met. This will clearly come with some significant dangers 
and costs. It’s not hard to imagine the direct dangers to 
humanity that could result from creating vulnerable and 
hungry robots with a drive for self-preservation, a  capacity to 
reproduce and a drive to also protect their vulnerable progeny. 
Since we are organisms with our own energetic needs, we 
would inevitably be in competition with such robots for 
energetic resources, so such robots would be right to infer that 
we are a threat to their own and their progeny’s survival. 
Hungry robots can decide to eat you or to kill you to protect 
the resources that we are competing to secure.  

One potential way to avoid these kinds of nightmare 
scenario and to mitigate the potential costs of machine 
consciousness is to build robots that can only meet their 
energy requirements by consuming materials that we are  
unable to consume. Even better would be to do this with 
materials that we are keen to get rid of. 
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For example, one could build robots that are hungry for and 
capable of digesting the plastics that we need to remove from 
the ocean [8]. In short, we can try to ensure that the robots can 
meet their needs in a way that aligns with our own needs. 
However, the problem with this line of thought is that it’s not 
clear why conscious robots would be needed to fulfil tasks that 
happen to align with the presence of unwanted resources. 
Most that see applications for conscious robots tend to 
envisage them being better at interacting with humans, but we 
tend to avoid locations that are full of toxic of polluting 
resources. Moreover, this may be precisely the kind of 
application where machine consciousness could potentially be 
dangerous, as it might enable the kind of behavioural 
flexibility that allows the robot to set its own goals that deviate 
from what we desire. If there are ways of solving similar 
problems (perhaps using robotics) that nonetheless don’t 
involve the costs and risks of machine consciousness, then 
these should be preferred. 

Given these risks and costs, the potential benefits of 
creating machine consciousness would have to be large to 
make its development a worthwhile endeavour. 
Unfortunately, the benefits of machine consciousness are far 
from clear. Some have argued that machine consciousness 
may be necessary for robots to feel empathy, and that this may 
be a prerequisite for their being able to engage in moral 
deliberation [4]. This may be true, but it just points to the 
further question of why we would want robots to be capable 
of such deliberation. The capacity for moral deliberation is not 
the same as a guarantee of morally acceptable action. After all, 
we have plenty of examples throughout history of conscious 
humans, capable of empathy and moral deliberation, doing 
abhorrent things to one another. 

IV. PROTECTING AGAINST NEEDY ROBOTS 
 The deeper lesson that we should learn from considering 
the homeostatic/affective approach to machine consciousness 
is that we shouldn’t assume that consciousness is aligned with 
superintelligence. Most work concerning consciousness in AI 
ethics has focused on worries about the singularity and super-
intelligent conscious AI [13], but the homeostatic/affective 
approach to consciousness in living things takes it to be 
relatively widespread and possessed by relatively simple and 
unintelligent creatures. We therefore need to be careful, as 
building needy and not so intelligent conscious robots may be 
something already or nearly within our grasp, as a result of 
developments at the intersection of robotics and artificial life. 

 What can we do to protect against these costs and dangers? 
One option is to give robots needs without giving them the 
capacity to register those needs. One can build a robot that is, 
in a sense, hungry (in that it is energetically autonomous and 
must consume environmental resources to maintain its own 
viability) without building a robot that represents its own 
homeostatic state. In doing so, we may have to forgo the 
potential benefits, for example, in terms of behavioral 
complexity, of a robot that, in some sense, genuinely feels 
hungry. Yet, this may be a price worth paying to avoid the 
dangers of a robot with needs that it is aware of. 

 A second option is to accept that the advent of needy 
robots is inevitable and to ensure that we have the requisite 
moral framework and safeguards in place. Importantly, the 
relevant moral framework is unlikely to emerge from 
considerations of superintelligence and the singularity. 
Rather, we should turn to established issues in non-human 
animal ethics and the bioethics of artificial life [14, 15]. 

Most importantly, any discussion of whether we should create 
potentially conscious machines with their own 
homeostatically driven needs, should be conducted in the 
context of considering the needs of already existing humans 
and nonhuman animals. By creating new entities with needs 
of their own, we inevitably create more needs that must be 
satisfied with a still finite pool of resources. Conscious 
machines may be just around the corner. All we need to do is 
give them needs and the capacity to register and act upon those 
needs. What isn’t clear is whether and why we need a 
proliferation of needy companions, particularly when we 
already struggle to cater for the needs of those that already 
exist. 
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Abstract—Artificial Life can be modeled using simulated au-
topoiesis. Liquid Automata are used to define simulated chemical
reaction systems; particle systems with rules governing how
particles are transformed on collision with each other. Unlike
cellular automata, there is no fixed grid or time-step, only
particles moving about and colliding in continuous space/time.
These systems may give rise to emergent artificial life, or they
may be (artificially) lifeless. Can we distinguish between these
systems by analysing their equilibria?

I. INTRODUCTION

The dynamics of non-living systems is characterised by in-
creasing entropy. A stone rolling to the bottom of a valley can
be explained by purely physical forces that maximise entropy.
By comparison, a life-form like a single-celled bacterium
exploits external energy sources to minimise entropy locally,
creating “order from disorder” far from chemical equilibrium
[1]. According to James Lovelock, this principle can be used
to look for life on alien worlds by analysis of planetary
atmospheres [2]. A system that is far from equilibrium may
provide evidence of life. On Mars, Curiosity rover discovered
levels of oxygen 30% higher in spring and summer than
expected. This may be evidence of life, or must be explained
by other means.

II. ARTIFICIAL LIFE

How then are we to understand life? Is it just a smorgas-
board of features such as the capacity for growth, reproduction,
functional activity, and change? This approach is not particu-
larly scientific. Maturana and Varela argue that life is no more
and no less than a system that exhibits autopoiesis [3], the
ability of a living system to self-organise and produce itself in
the physical realm. A living system is a self-referential domain
of interactions in the physical space, generally a network of
‘chemical’ relationships. According to Maturana and Varela,
“An autopoietic machine is a machine organized (defined as a
unity) as a network of processes of production (transformation
and destruction) of components.” Yet, there are many kinds
of chemical networks that aren’t alive, consider a chemical
explosion characterised by a runaway chain reaction of positive
feedback. The signature of life is the emergence of structure
that distinguishes self from non-self, closing it off from its
environment, “A universe comes into being when a space is
severed into two. A unity is defined.” This closure emerges
from, and is dynamically maintained by the organism. This
principle is also central to Spencer-Brown’s ‘Laws of Form’,

Fig. 1: A simulation of autopoiesis using a discrete time
cellular automaton on a rectangular grid, based on Varela’s
original algorithm. In (a) a pair of substrate (circles) are
transformed into a single link (squared circle) by the catalyst
(asterisk). By (c) we see the first bonds forming, then in (i)
these finally form a closed boundary around the catalyst.

“a distinction is drawn by arranging a boundary with separate
sides so that a point on one side cannot reach the other side
without crossing the boundary. For example, in a plane space
a circle draws a distinction.” [4]

There are two key features of autopoiesis:

1) Organisational closure: A network of the processes of
production, e.g. a chemical reaction system.

2) Structural closure: The appearance of a homeostatically
maintained boundary that divides self from non-self, also
described as the maintenance of identity, e.g. a cell-wall.

We can simulate autopoietic processes computationally —
not life as we know it, but artificial life. Conway’s “Game of
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Life” [5], [6] is a classic Cellular Automaton that exhibits
emergent, self-organised behaviour. It gives rise to cyclic
patterns that are self-reproducing, such as the ‘blinker’ and
‘glider’ patterns. But these patterns are not obviously life-
like in the sense defined by Maturana and Varela as they
lack a clear structural boundary (however, see Beer [7] for an
alternative view). To demonstrate the process of autopoiesis,
Francisco Varela devised a novel Cellular Automaton that
shows how a simple system of rules can give rise to a ‘cellular’
structure [8]. It implements a simplified model of the chemical
reaction rules found in living cells, demonstrating how these
work together to form an organisationally closed system of
production. Figure 1 shows output from this system; a catalyst
(shown as an asterisk) is the ‘seed’; substrate particles (circles)
are consumed by the system, as pairs of them are composed
by the catalyst to form new link particles (squared circles);
and link particles self assemble into a compound structure —
a primitive cell wall with bonds shown as lines drawn between
them.

The rules implemented by Varela’s Cellular Automaton are
described as chemical reaction rules. A reaction rule has a left-
hand side defining the reactants, separated by an arrow from
the reaction products on the right-hand side. The appearance
of a + (plus) symbol between reactants indicates an event
where all of the indicated particles must come together. Each
particle type may be prefixed by a positive integer indicating
a number of particles of the same type, so that K + 2S is
equivalent to K + S + S, the interaction of three particles.
The use of plus between reaction products, indicates that the
reaction produces multiple outputs. Bonds are indicated by
multiplicative operators such as L.L, L2, or Ln [9]. These
reaction rules are summarised below, where K represents the
catalyst, S the substrate, and L the link particles.

composition : K + 2S ! K + L (1)
disintegration : L! 2S (2)
concatenation : Ln + L! Ln+1 (3)

Figure 1 illustrates a number of steps from a single run.
In step (a) at time, t = 1, a pair of substrate particles are
composed into a single link particle by the catalyst. After
the composition of a number of link particles, we see the
first bonds forming between them in step (c) at t = 3. The
concatenation rules in Varela’s algorithm are constrained to
forming only obtuse bond angles. This prevents the uppermost
link particle at (h) t = 8, from bonding with the particle
immediately below it. It is only when this particle disintegrates
later at (i) t = 16, that enables the remaining links to re-bond,
and form a closed boundary around the catalyst.

These same rules were re-implemented in a later program
called SCL (Substrate, Catalyst and Link) by McMullin using
the SWARM system [10] where chemical reaction rules are
captured in a modular fashion enabling their reaction rates to

Fig. 2: Liquid automaton showing a boundary (blue links)
forming around the catalyst (triangle), distinguishing self from
non-self. The catalyst transforms the substrate (circles) into its
structural building blocks (squares).

be more precisely controlled. This program introduced a more
configurable way to control the random motion of particles in
2D space, modelled as a square lattice with toroidal toplogy
and discrete time.

III. PARTICLE SYSTEMS

There is currently a great deal of interest in 2D particle
systems, though the same ideas extend to three dimensions.
Particle systems are game physics engines designed to re-
produce naturalistic phenomena based on objects moving
around, typically in a 2D space. The engine used for the
Liquid Automata described in this paper is Box2D (specif-
ically pybox2D), a rigid body simulation library for games.
Interestingly, Box2D has been used as the game engine for
a number of implementations of “Angry Birds.” Each particle
is a 2D body with mass and velocity, so particles have three
degrees of freedom; translation along x,y axes, and rotation.
Each body is associated with one or more shapes which can
be any geometrical construct, such as the squares, circles, and
triangles seen in Figure 2. Joints define constraints on the
relative motion between two bodies, used here to create bonds
between neighbouring links. Forces, torques, and impulses
are applied to bodies to make them move. Box2D includes
a high performance iterative constraint solver that resolves
joint constraints, particle motion and resulting collisions [11].
Particles can bounce off each other in elastic collisions, or
slide against each other based on a realistic simulation of the
frictional forces between them. A world may, or may not, have
gravity; the simulations described here do not.
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(a) (b)

Fig. 3: (a) Model A runs to equilibrium with L converging at around 16. (b) This equilibrium is sensitive to variations in
initial population size, S. ‘Sobol’ analysis shows the effect of this variation, with the blue region covering 90% of the observed
variation.

IV. LIQUID AUTOMATA

We reproduce and extend Varela’s simulations of autopoiesis
[12] using so-called Liquid Automata. These are based on
2D particle systems with added support for chemical reaction
rules. Unlike cellular automata which divide space into to
a regular fixed grid, and time into discrete steps, Liquid
Automata implement a continuous model of space/time. There
is no fixed grid, just particles moving about and colliding
with each other in continuous space. By analogy with cellular
automata, the Liquid Automaton is a variety of collision-
based system [13]. Particles move freely in space and react
‘chemically’ when they collide. Rules (1) & (3) are invoked
when the necessary particles come into contact with each
other, while rule (2) occurs spontaneously.

External energy is added to the system in the form of
random ‘Brownian’ motion defined in terms of a Wiener
process along the x,y dimensions [14]. The force applied to
every particle along each dimension is a normally distributed
random variable with zero mean, and variance, (delta)2dt,
correlated with a single parameter delta, and time period, dt,
which varies dynamically. It is this external energy source that
drives the system to self-organise, and create a local island of
order from the surrounding chaos.

A Liquid Automaton defines an organisationally closed
chemical reaction system (CRS). Figure 2 shows output from
a Liquid Automaton implementing reaction rules (1), (2), and
(3). Bathed in a liquid substrate, the catalytic agent (triangle)
composes substrate (circles) into its structural building blocks,
or links (squares). Links are subject to decay, and may spon-
taneously disintegrate back into a pair of substrate particles.
The link particles are able to self-organise (blue links) into

a structure akin to a long-chain polymer. Links can make up
to two connections, and a chain of concatenated links is able
to wrap around and close in on itself. This emergent closed
boundary, analogous to a cell wall, divides self from non-self;
the signature of (artificial) life.

V. EQUILIBRIUM AND DISEQUILIBRIUM

If artificial life is to be recognised by its disequilibrium, we
must first define what the equilibrium state would be in the
absence of artificial life. If a key characteristic of life is the
boundaries that it forms, then we need to study the system in
the absence of those boundaries. Deleting the concatenation
rule (3) that bonds particles together, disrupts the internal
organisation of the system. The network of relations no longer
performs a complete cycle that produces an enclosed structure
so the boundary never forms. We will call the this simpler
‘chemical’ system, System A, while the full system with
boundaries will be known as System B. For experimentation
we need a measurable proxy for this emergent structure. By
observation, the boundary appears to regulate the number of
substrate particles reaching the catalyst, with the knock-on
effect of throttling back the number of link particles produced
by the reaction. We therefore use the number of link particles
as a proxy for this structure and hypothesise that the mean
number of link particles is higher in System A than it is in
System B.

The Liquid Automaton for System B maintains a mean of
12.46 link particles, based on samples taken every second over
a period of 30 minutes, with an initial substrate population
of 500 substrate particles. Deleting the concatenation rule in
System A, we see an increased mean of 17.56 link particles
over the same time period, given the same initial conditions.
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Fig. 4: (a) Model B runs to equilibrium with in.L converging around 6.6. There is an initial surge of substrate, in.S, into the
interior before the boundary is fully formed. (b) The ‘Sobol’ analysis is absent of any variation, so the equilibrium of in.L is
independent of the initial population size, out.S.

This 29% difference from artificial chemistry is the ‘tell’ of
artificial life at work. Its emergent structure shifts it away from
‘chemical’ equilibrium.

We further hypothesise that the higher point of equilibrium
for System A is sensitive to initial conditions. Simulation with
Liquid Automata is computationally expensive, and the data it
produces is too variable to perform sensitivity analysis reliably.
Even without the concatenation rule, the halo of reaction
products around the catalyst produces a barrier that impedes
subsequent reactions with the substrate. Instead, we define
simplified models using the Mathworks SimBiology package
[15]. These models are more tractable as they do not require
a physics engine, and only take population size into account.
They cannot produce any organised states of matter. We define
a simpler Model A, corresponding to the Liquid Automaton
of System A. Parameters governing the reaction rates are
set to simple ‘Mass Action’ kinetics, where the rate of a
chemical reaction is directly proportional to the concentration
of the reactants. Model parameters governing reaction rates are
tuned only to the extent of achieving comparable qualitative
behaviour, with results of the same order of magnitude. Finer
tuning doesn’t appear to provide any additional insight.

Model A comprises just the reaction rules for composition
(4) by the catalyst, K, and spontaneous disintegration (5) of
link particles back into substrate, S, at the rates indicated.
There is no rule for concatenation as the simulator does not
support the notion of compound particles. We will continue to
refer to ‘link’ particles for continuity with Varela’s nomencla-
ture, but these numerical simulations do not perform any such
linking. This ‘chemical’ simulation will naturally run towards
a state of equilibrium, at a rate governed by the “Law of Mass
Action”. These rules and their corresponding (mass-action)

reaction rates are defined below.

composition : 2S +K ! K + L rate = 0.5E-3 (4)
disintegration : L! 2S rate = 0.01 (5)

Figure 3(a) shows a simulation run of model A. In these
simulations we only consider a single catalyst particle, K,
remaining constant at 1. The simulations begin with no link
particles, and it has an initial population size of S = 50. The
system reaches equilibrium when the production and decay
of link particles, L, reaches a balance, converging at around
16 particles. Sensitivity analysis allows us to explore the
effects of variations in model quantities on a model response.
We want to explore the time-dependent sensitivities of the
number of link particles, L, with respect to the initial substrate
population, S. Using Local Sensitivity Analysis (LSA) we
compute, �L/�S = 1.22. This shows a clear sensitivity of
the state of the output species L on the initial population size
of the substrate, S. This is positive, showing that in Model
A, L increases with S, as expected. Figure 3(b) illustrates
the results of a variance-based sensitivity analysis using the
‘Sobol’ method, showing the simulation results and mean
value. The shaded region shows the spread of outputs, covering
90% of the results, based on a random spread of perturbations
to the initial population size. We conclude that the stability
exhibited by Model A is contingent, being sensitive to initial
conditions.
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VI. CONTROLLED DISEQUILIBRIUM

By “controlled disequilibrium”, we mean a new point of
equilibrium displayed by a self-organising system that is both
distinct from the ‘chemical’ equilibrium we find in the absence
of self-organisation, and is intrinsically stable. This intrinsic
stability can be understood as an internally set goal or purpose.
In other words, it behaves as a control system to maintain
that goal. As before, we measure the mean number of link
particles observed from second to second and investigate
whether the goal criteria, the goal value for L, is stable in the
face of perturbations in the initial conditions. We hypothesise
that the artificially living system maintains this new point of
equilibrium over a range of initial conditions.

As before, we build a simplified model of System B,
using MathWorks SimBiology [15], and call this Model B.
Whereas in the System B Liquid Automaton, the boundary is
an emergent property, Model B introduces explicit compart-
ments that separate particles inside the boundary from those
outside. The catalyst, K, now only reacts with substrate, S,
inside the boundary (rule 6). We also assume that when link
particles disintegrate, the waste substrate is ‘dumped’ outside
the boundary, ready for recycling (rule 7). The boundary is
semi-permeable allowing substrate particles to diffuse across
in either direction at a rate that is inversely proportional to the
density of link particles forming the boundary (rule 8). Model
B incorporates the reaction rules below.

composition : 2 in.S + in.K ! in.K + in.L rate=0.5E-3 (6)
disintegration : in.L! 2 out.S rate=0.01 (7)

diffusion : out.S  ! in.S rate=1/(in.L+ 1) (8)

Figure 4(a) shows a simulation run of model B, with an
initial population size of out.S = 50. There is an initial
surge of substrate into the interior before the boundary is fully
formed (the density of link particles increases). The quantity of
catalyst, in.K, again remains constant at 1. The mean number
of link particles, in.L, converges at around 6.6 particles, lower
than the point of equilibrium for Model A. Again, using Local
Sensitivity Analysis (LSA), we compute, �in.L/�out.S = 0,
the time-dependent sensitivities of the output species in.L
with respect to the initial substrate population, out.S. This
is 0, demonstrating that in.L does not vary with out.S, and
so there is no sensitivity to perturbations in out.S over the
range tested. Similarly, the ‘Sobol’ plot in Figure 4(b) shows
no variance in in.L. The shaded region of variance is all but
invisible.

We are in effect applying Ashby’s “test for independence”
[16, p158] to demonstrate that Model B induces temporary
independence (over the range tested) between the initial popu-
lation of substrate, and the density of link particles; “constancy
in a subsystem’s state implies that the state is one of equi-
librium, and constancy in the presence of small disturbances
implies stability.” We conclude that the stability exhibited

by Model B is largely independent of initial conditions. The
variable diffusion rate creates a feedback control loop based on
the quantity of link particles, making it robust to disturbance.

VII. CONCLUSION

A central feature of living systems is that they exist out of
equilibrium with their environment. All closed systems will
ultimately reach thermodynamic or chemical equilibrium, but
this may simply be contingent on initial conditions. A key
aspect of this disequilibrium is that it is under control by the
organism and maintained within a specific range necessary for
the organism’s continued survival.

Liquid Automata enable us to investigate the mechanisms of
artificial life based on particle simulations with added reaction
rules. They are a tool for exploring emergent phenomena
and the equilibrium states that arise. The equilibrium state of
artificial life (simulated autopoiesis) falls far from the base-
line equilibrium of an (artificially) lifeless chemical reaction
system. This baseline equilibrium is also contingent on initial
conditions. Artificial life self-organises, defining a new point
of disequilibrium relative to this baseline. Furthermore, this
new equilibrium is dynamically controlled through feedback,
remaining stable in the face of perturbation. Artificial Life has
a goal, its purpose to survive.
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Abstract—Ontology reuse is a complex process that requires

the support of methodologies and tools to minimise errors and

to keep the ontologies consistent and coherent. Although the

vast majority of ontology engineering methodologies include a

reuse phase, and reuse has been investigated for different tasks

and purposes (e.g. ontology integration), this body of work

does not seem to translate into practice, neither in the form

of strict criteria for reuse nor as a set of community proposed

guidelines. This study proposes a novel process, to be embedded

in existing ontology engineering methodologies, that determines

a set of candidate ontologies to be reused based on the similarity

between the requirements of the new ontology being developed

and those of an existing set of potential candidates. We evaluate

the accuracy of our method with a case study of developing an

ontology for a role game. The preliminary results of this work

confirm that the proposed approach can identify ontologies with

similar requirements to those of an ontology under development.

Index Terms—Ontology reuse and development, Requirement

engineering

I. INTRODUCTION

A cornerstone of many ontology engineering methodologies
is the reuse of ontologies in order to reduce development time
and to exploit fragments of knowledge that have been already
validated through use [1]–[5]. However, while the research
community has extensively studied ontology reuse and con-
tributed several definitions and methodologies, ontology reuse
is not a widespread practice, neither in general nor within
a given domain [6], [7]. For example, an analysis of the
biomedical ontologies in Bioportal concluded that the reuse
of ontologies is quite limited (less than 5%) [8].

The task of developing an ontology through reuse, however,
is complex, requiring expertise. A major challenge is posed
by the choice of a suitable ontology to reuse. Recent studies
confirmed that this choice is highly subjective, based on
the experience of ontology engineers who typically select
ontologies that intuitively fit the purpose, with no effective
solutions to support this complex decision-making [6], [9].

Such case-by-case, often biased, approach to the task is not
conducive to the establishment of rules and protocols that can
lead to a ‘shareable good practice’ [6], [9].

This is in contrast with other disciplines, such as software
engineering, where, for a similar need to reuse artefacts, tools
were developed to support this decision-making process within

large information spaces [10]. In particular, Recommender
Systems have been used as an information filtering mechanism
that guides software developers in identifying relevant code
fragments out of a large dynamically generated corpus, on
the basis of the developer preferences [11], [12]. Several
applications of this approach have been proposed in the lit-
erature, especially to support Requirements Engineering (RE)
activities: e.g. stakeholder recommendation for requirements
discussions [13], refactoring recommendations based on fea-
ture requests [14] and requirement retrieval [10], [15].

Of particular interest is the requirement retrieval scenario,
where the analyst, given a newly identified requirement,
searches a corpus of requirements to find those that are
similar to it, in order to adopt previously developed mod-
els and implementations [16], [17]. For this task, content-
based recommender systems proved successful in returning
recommendations of existing requirements from a historical
database of product releases, together with the associated
artefacts [18]. The approach is based on the premise that
there is a correlation between requirements similarity and
software similarity, therefore similar requirements can be used
as proxies to retrieve similar software fragments using Natural
Language Processing (NLP) techniques [16].

While we acknowledge that reusing software and reusing
ontologies are inherently different tasks, we argue that there
are lessons to be learned from software reuse practices.
Therefore, in this paper we propose a novel process to select
ontologies to reuse, based on assessing the similarity between
requirements, that is partially inspired by the use of recom-
mender systems in software engineering.

Specifically, we augment the ontology reuse phase, as
included in most of the main methodologies for developing
ontologies, with a new step: Reuse Recommendations. The
input to this step is the ontology artefacts that are produced
from the ”Ontology Requirements Specification” phase, which
is the phase of collecting the requirements that the ontol-
ogy should fulfil [19].1 As output, Reuse Recommendations
generates a list of candidate ontologies to reuse based on
the similarity between the requirements identified for the

1We refer to the name of phases and activities in the Neon methodol-
ogy [19] for those activities that are common across ontology development
methodologies.
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ontology being developed and those in an existing corpus of
requirements used in the development of other ontologies. The
analysis of ontological requirements has been used in several
tasks, such as to improve ontology testing, to improve the
requirements specification activity, and to define patterns that
implement such requirements [20]. However, to the best of our
knowledge, this is the first study that analyses the linguistic
aspects of requirements to support and facilitate reuse.

In the proposed approach we analyse requirements through
a quantitative lens and investigate if an association can be
identified between requirements similarity and candidate on-
tologies for reuse so that similar requirements can be used as
an indicator for the suitability of reuse. We, therefore, proceed
to answer the research question “To what extent the similarity
between requirements indicate the reusability of an ontology?”
The paper describes the workflow of the methodology and
presents the preliminary results of evaluating the accuracy
of the recommendations with respect to a manually created
benchmark. Thus, the contribution of this paper is two-fold:
(i) providing developers with a workflow for analysing require-
ments based on NLP techniques, (ii) establishing requirement
similarity as an indicator of the reusability of ontologies or
ontological fragments that have been independently validated
through use.

The paper is organised as follows: after framing our research
with a discussion on the background in section II, we present
the proposed method in Section III. Section IV presents the
case study and shows how the approach is used in practice.
Section V offers a discussion of such results. Conclusion and
future trends are outlined in Section VI.

II. BACKGROUND

Ontology reuse is an established and extensively studied
activity in ontology engineering [7]. Recent studies have
focused on how ontology developers approach this activity:
Carriero and colleagues survey the different approaches to
ontology reuse with the aim of identifying their motivations,
strategies, benefits and limits. In their study, they propose two
prototypical use cases and analyse them with respect to their
benefits and limitations [6]. They conclude that there are no
effective solutions for supporting the decision-making process
behind the choice of an ontology reuse strategy. Similarly,
Alharbi and colleagues investigate the gap between the theory
and practice of ontology reuse by consulting directly ontology
developers [9]. They investigate ontology reuse practices in
relation to the expertise of the developers and conclude that
the level of expertise plays a significant role in selecting an
ontology to reuse.

The analysis of requirements is also a critical activity in
many of the ontology engineering methodologies that involve
a reuse phase: e.g. METHONTOLOGY [21], NeON [19],
eXtreme Design methodology (XD) [2], the Modular Ontology
Modeling methodology [22] and, recently, the LOT method-
ology [23]. These methodologies typically support the reuse
either of terms in the ontology (including classes, attributes,

and relations) or of patterns modelling some associated re-
quirements. However, this support typically differs between
methodologies (e.g. some support hard reuse, whereas others
provide guidelines for hard and soft reuse [7]) and there
are very few tools that provide at least semi-automatic reuse
functionalities, with the notable exception of ROBOT [24],
[25]. This is in contrast to what happens in other disciplines,
e.g. software engineering, where code reuse is an established
practice supported by different methodologies and editing and
versioning tools (e.g. GitHub).

Content-based recommender systems, e.g. those based on
clustering and similarity assessment, have been used in soft-
ware engineering to recommend the reuse of existing artefacts,
dependencies, or traceability links [12], [26]. Various appli-
cations of recommender systems for requirement engineering
have been proposed in the literature, such as requirements
retrieval [10], [15], where the vector-space model and cosine
similarity are used to assist retrieval of existing requirements
on a large industrial data set. The OpenReq EU project’s main
objective is the development of recommendation and decision
technologies that support requirement engineering tasks in
large and distributed software projects [27].2 As part of its
deliverables, the project has released a specific service for
similarity computation among requirements based on the tf-
idf metrics. The underlying hypothesis in these approaches is
that artefacts associated to similar requirements are themselves
similar and can be reused; for instance, if the descriptions
for products A and B are similar, a software implementation
of A can be used for B and vice versa. The study in [16]
empirically proved a positive correlation between requirement
and software similarity.

In order to compute the similarity between requirements,
first, we need to decide on a language model. This is a statis-
tical representation of the frequency and relationship between
words in a language. In more detail, a requirement will be
converted into a numerical vector, and then the similarity is
determined by measuring the distance between vectors using
the cosine similarity, which measures the cosine of the angle
between the vectors [28], [29]. Therefore, the accuracy of the
similarity computation is heavily reliant on the language model
used to calculate feature vectors [16].

There are a number of state of the art language models,
ranging from simple term frequency-based approaches to more
advanced that generate neural network-based embedding. In
this study, we consider Deep Learning (DL)-based models
to semantically represent the requirements and compute their
similarity. The application of these models is gaining traction
in software engineering, where they are used to provide a
contextual representation of expressions through deep learn-
ing architectures [16]. One of the most popular language
models is the Bidirectional Encoder Representations from
Transformers (BERT) [30]. BERT is a pre-trained bidirectional
encoder-based transformer model that considers positional
and contextual information of words and is trained on very

2https://openreq.eu/
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large corpora in English (e.g English Wikipedia with 2500M
words). The BERT model takes as input a text sequence and
breaks it down into token embedding, sentence embedding,
and positional embedding. Sentence embeddings can be used
to derive meaning-rich representation vectors that capture the
semantics of requirements, and has shown promising results
in different software engineering tasks [16], [31], [32].

The choice of language model together with the choice
of effective similarity and relatedness measures heavily in-
fluences the performance of the recommenders.

III. APPROACH

Existing ontology development methodologies, for example
METHONTOLOGY [21] and LOT [23] involve a requirement
gathering and specification phase and an ontology reuse phase;
however, typically the requirements gathered in order to scope
a new ontology are not exploited to guide the possible reuse
of existing ontologies. As identified in [9], the decision of
whether to reuse an existing ontology is a subjective task that
is heavily dependent on the expertise of the ontology engineer.
We propose to augment ontology development methodologies
with a new phase, Reuse Recommendation that recommends
candidate ontologies to reuse on the grounds of the similarity
between their requirements and those of the ontology under
development.

Figure 1 illustrates this phase as an extension of the
ontology implementation phase in the LOT methodology 3

However, this phase can be included in any methodology
since it uses artefacts that are commonly generated by all
the methodologies. The Reuse Recommendation phase follows
the requirement specification in the development process and
involves ontology developers (ontology engineers) and domain
experts as actors. This phase takes as input the ontology
artefacts produced during the requirement gathering and spec-
ification phase of the ontology development process and a set
of ontologies that are potential candidates for reuse, together
with their requirements. The output is a list of recommended
ontologies to reuse based on their requirements. The set
of potential candidates can be determined manually by the
ontology engineers, but we also envisage constructing this
set semi-automatically by processing ontologies in domain-
specific repositories such as Bioportal 4.

The recommendation of ontologies to reuse is based on the
assessment of the pairwise semantic similarity and relatedness
between the requirements of each of the ontologies in the
set of potential candidates for reuse (Existing Requirements
– ERs) and the requirements of the ontology being developed
(Developer Requirements – DRs). By semantic relatedness,
we refer to the degree to which two concepts are related with
respect to some semantic network [33].

The NLP-based framework workflow for determining the
recommendation is illustrated in Figure 2. It starts by encoding
both the ERs and DRs using BERT and then by computing

3We refer to the LOT’s activities phase for simplicity of reporting.
4https://bioportal.bioontology.org

their spatial distance using the cosine similarity between the
two semantic embedding vectors in a low dimensional space.
Only those requirements whose similarity is above a given
threshold are retained and passed to the next phase. Each
DR might have either zero or several ERs that are above the
threshold. This happens when there are a number of candidate
ontologies for reuse whose scopes partially overlap, and this
affects the similarity scores.

The pairs (DRs, ERs) whose similarity is above the thresh-
old are passed to the next step, POS tagging, to determine the
entities and predicates that are used to express the require-
ments and whose choice determines the context. Following
the POS tagging step we compute the relatedness between
the chunks, and we then discard those requirements that are
irrelevant. Finally, we ask the ontology engineer to analyse,
with the support of the domain expert, the ontology modelling
the ERs, thus validating the suggestion and then adding it to
the ranked list of the candidate ontologies for reuse, which is
the output of the Reuse Recommendation phase.

IV. WALK THROUGH SCENARIO

We designed our walkthrough scenario following the guide-
lines in [34] for conducting and reporting case studies. The
study is designed to collect quantitative data that can support
the hypothesis we want to test: i.e. the selection of ontologies
to reuse can be based on assessing the similarity between their
requirements and the ones of the ontology under development.
Our systematic approach can help the developers identify
not only obvious candidate ontologies for reuse, but also
those that, whilst covering different domains, should still be
considered for reuse, because they provide terms or patterns
whose semantics are similar to those in the domain of interest.

In this walkthrough, we model an ontology for a domain of
interest, the Dungeons and Dragons (DnD) role game 5, for
which we gather requirements and competency questions. We
then apply the Reuse Recommendation process described in
Section III.

A. Domain Overview for the Case Study
In our case study, the target ontology required is a model

of Dungeons and Dragons6, and in particular, we narrow the
DnD ontology scope to cover only the character features and
the game environment. The source of external requirements
used in the scenario is the CORAL dataset [20]; we decided
to use CORAL because it is one of the richest corpora
with a comprehensive collection of CQs and requirements,
thus addressing the scarcity of sufficient documentation for
published ontologies that includes both CQs and (functional
and non-functional) requirements.

DnD is a fantasy role-playing game, played by a number
of players, where one adopts the role of the Dungeon Master
(DM), who is the lead storyteller and referee of the adventure,
and the other players are characters that navigate the adven-
ture’s hazards and decide where to explore.

5https://dnd.wizards.com/what-is-dnd/basic-rules
6https://dnd.wizards.com/what-is-dnd/basic-rules
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Fig. 1. Reuse recommendation phase (burgundy) as an extension of the LOT methodology.

DnD gameplay is defined by several components: the char-
acters, the rules, the nature of magic, and the DM tools. Each
adventurer starts by creating a character by selecting race,
class, background, equipment, and other customisation options
as outlined in the Player’s Handbook [35]. The rules determine
the types of dice used to determine success or failure of a
character’s goal. It also describes the three broad categories
of activity: exploration, interaction, and combat.

The DM runs a game based on a description of an adventure
that includes information and stat blocks for monsters, advice
for building combat encounters, and magic items.

B. Experiment
To collect the requirements for the DnD ontology, we used

the official DnD digital game companion, D&D Beyond 7, as
well as interviews conducted with domain experts to gather
more details about different aspects of the game.

We gathered a set of 48 requirements in the form of CQs
and statements. Table I presents the first 10 requirements, for

7https://www.dndbeyond.com/

dnd Identifier Competency questions/NL sentence
dnd 01 When is the game scheduled to play?
dnd 02 What is a campaign?
dnd 03 What is an adventure?
dnd 04 What is a session?
dnd 05 How long does a campaign last?
dnd 06 How long does a session last?
dnd 07 What is the difficulty of session X?
dnd 08 A campaign has a team
dnd 09 One of the players is the leader
dnd 10 Players have different skills in the campaign

TABLE I: The first 10 requirements

illustration purposes. All the requirements and the relevant
data used in this walkthrough are available at: https://doi.org/
10.5281/zenodo.7454530.

Given a set of Developer Requirements (DRs) and a set of
existing ontologies with their requirements (ERs), the Reuse
Recommendation phase identifies a subset of similar ERs,
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Fig. 2. The workflow of the reuse recommendation method

which then determines the recommendation of the ontologies
to reuse. In the remainder of this section, we describe how the
approach is applied to the DnD ontology, and we then analyse
some preliminary performance results.

In our scenario, the Development Requirements (DRs) are
the 48 previously gathered DnD requirements, and the Existing
Requirements (ERs) are those in the CORAL dataset [20]. The
underlying assumption is that the DnD rules and roles in the
games are potentially similar to the requirements in CORAL.

In order to compute the similarity between the DnD re-
quirements and CORAL, we use BERTSimilarity 0.1 8, a
Python library for computing the cosine similarity between
the semantic embeddings of each of the DRs against all the
ERs. This provided 40,032 pairs of requirements along with
their similarity scores.

Following this, the selection of the requirement pairs with
similarity above an inclusion threshold, as determined by the
ontology engineer. In the course of this walkthrough, we
experimented with four inclusion thresholds: 0.5, 0.6, 0.7
and 0.8. We chose these four thresholds to investigate how
accurate the proposed approach is, whilst making it more
restrictive by requiring a stricter similarity for requirements
to be recommended.

The new set of pairs is then subject to the analysis process to
identify entities and relationships. We consider the fragments
of texts identified by SpaCy 9, a free open-source library for
Natural Language Processing in Python, specifically, we only
consider nouns and verbs in the tagging. These are the text
chunks that are likely to represent entities and relationships
in ontologies and we label them as Entity Chunks (ECs)
or Predicate Chunks (PCs) depending on whether the chunk
computed has a noun as the head of the phrase (ECs) or a

8https://pypi.org/project/BERTSimilarity/
9https://spacy.io/

Word Part of Speech

players NNS- noun plural
have VBP- verb, sing. present, non-3d
different JJ- adjective
skills NNS- noun plural
in IN- preposition/subordinating conjunction
the DT- determiner
campaign NN- noun, singular

TABLE II: POS tagging for requirement dnd 10

verb (PCs) with a possible adposition (in the English language
mainly prepositions, it indicates how a sentence should be
interpreted in the surrounding context). Each of these chunks
is checked for validity, so we reject those ECs that are unlikely
to be a class or an individual name, or those PCs that are vague
and unlikely to be a relation name.

For example, let us consider the requirement dnd 10: ‘Play-
ers have different skills in the campaign’, Table II represents
the words and corresponding POS tags computed for this
requirement 10. The output from this step is the terms used in
the requirement with their corresponding role in the sentence,
for each of the requirement in the pairs. These terms are
then passed to the next task, that determines the entities and
predicates chunks.

Then the relatedness between chunks is computed in order
to identify chunks that are relevant wrt the DRs, and de-
termines the relationship between chunks is based on both
the background knowledge and the similarity measure. We
choose WordNet as background knowledge, noting that its
primary structure is based on synonymy. Thus, every word
has some synset according to the meaning of the word in the
context of a statement. The most frequently encoded relation

10We use the POS tags defined by the Penn Treebank [36].
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among synsets is the super-subordinate relation (hyperonymy,
hyponymy, or ISA relation) [37].

Given two chunks c1 2 DRs and c2 2 ERs, we find a
match if a semantic relation holds between at least one pair
of their synsets Sc1 and Sc2 according to the background
dataset A that is used, i.e. if the two corresponding synsets are
synonyms, or one is the hypernym (hyponym) of the other.

isMatchA(c1, c2) iff

8
>>>>>>>>>>><

>>>>>>>>>>>:

isSynonymousA(Sc1 , Sc2)

isHypernymA(Sc1 , Sc2)_
isHypernymA(Sc1 , Sc2)

isHyponymyA(Sc1 , Sc2)_
isHyponymyA(Sc1 , Sc2)

(1)

In order to determine if a semantic relation holds, we
measure the relatedness of corresponding chunks using the
Wu-Palmer measure, that calculates relatedness based on how
similar two synsets (s1, s2) are, and where the synsets occur
relative to each other in the hypernym tree.

Wu� Palmer =
2 ⇤ depth(lcs(Sc1 , Sc2))

(depth(Sc1) + depth(Sc2))
2]0, 1] (2)

The chunks produced in the previous step are manually
validated by the ontology engineer to verify whether the labels
of the ontology elements match the chunks identified in the
requirements.

V. DISCUSSION

In order to answer our research question, “To what extent
the similarity between requirements indicate the reusability of
an ontology?” we measure the accuracy of our method against
the expert manually created corpus.

This approach mimics a software requirement retrieval
scenario, where requirements from DnD are considered queries
to be answered against CORAL. As in an actual scenario,
requirements that are considered as “most similar” according
to a particular metric may not actually be similar in practice
from the developer’s viewpoint.

We measure the accuracy by computing different inclusion
thresholds: 0.5, 0.6, 0.7, and 0.8 and after having completed
the matching chunk detection and validation. Table III also
reports the number of requirements matched for each inclusion
threshold.

Our method recommends 5 ontologies out of the 14 in the
CORAL dataset, based on the similarity between requirements.
In all but one of these, the inclusion threshold values behave
consistently, with the value of 0.5 which does not seem to be
sufficiently discriminative, returning more matching require-
ments than the ones validated by our expert in the validation
corpus, and a value between 0.7 and 0.8 returning a number
of matched requirements increasingly close to the optimal one
in the corpus. The remaining case is worth a more in-depth

discussion: for the BTN100 ontology, our approach returns a
very high number of false positives (i.e. requirements that are
incorrectly identified as matching). It is interesting to note that
BTN100 models geographic information about topographic
and thematic data about different themes: administrative units,
protected zones, buildings and population entities, transport
networks, energy and conduction, geodetic vertices, altimetry
and hydrography. From this description, it seems evident that
only part of this ontology could be reused in the DnD domain.
However, the vocabulary of the ontology, which affects the
way relatedness is computed, has similarities with the terms
used to describe the DnD requirements. This might explain
why the number of matched requirements is only marginally
affected by the threshold value becoming more stringent.

This example serves as a reminder that the evaluation at
this stage is very much affected by the selected similar-
ity measure, and that care must be taken, in applying the
methodology described in this paper, to adopt a similarity
measure that provides the best impact. For example, recent
work has analysed experimentally the impact of background
knowledge in evaluating concept similarity [38]. A natural
extension of our work would therefore involve a systematic
analysis of several similarity approaches to determine the
ones that, for a given scenario, are most likely to provide
the ontology engineer with the best chance to identify a set
of ontologies with the right structure, because they answer
competency questions or address requirements that are similar
to those defined for the ontology being written. However,
we note that such a systematic evaluation would be greatly
facilitated by a fundamental shift in ontology documentation
practices, mandating that CQs and requirements are always
made publicly available.

VI. CONCLUSION AND FUTURE WORK

We proposed a process to recommend candidate ontologies
for reuse when developing a new ontology. This recommended
set of ontologies is determined by assessing the similarity
(including relatedness) of their requirement with respect to
those gathered by an ontology engineer for a new ontology to
develop. The methodology is general and can be seen as an
additional step in many of the current ontology development
methodologies. The methodology is also independent of the
choice of specific similarity and relatedness measure imple-
mentation tools. the preliminary results seem to support the
premise of this study, i.e. that evaluating the similarity between
requirements can be an effective proxy for selecting ontologies
to reuse during the development process, thus reducing the
time an ontology developer would need to spend analysing
requirements and code of candidate ontologies to reuse. We
aim to evaluate the methodology in real-case scenarios, and
with a systematic evaluation, thus gaining valuable feedback
for future refinements.
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Ontology name No. of Req.
No. of matched Req. on:

Benchmark 0.5 0.6 0.7 0.8

Video Game 66 15 17 17 15 13
Building Topology Ontology 18 4 4 4 4 3

BTN100 77 10 65 63 63 56
WoT VICINITY 24 8 17 15 12 6
VICINITY Core 127 5 19 16 8 4

TABLE III: The candidate ontology for reuse with the number of matched requirements for different inclusion thresholds, and
those in the validation corpus.
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R. Garcı́a-Castro, “Lot: An industrial oriented ontology engineering
framework,” Engineering Applications of Artificial Intelligence, vol. 111,
p. 104755, 2022.

[24] J. A. Overton, H. Dietze, S. Essaid, D. Osumi-Sutherland, and C. J.
Mungall, “ROBOT: A command-line tool for ontology development,” in
International Conference on Biomedical Ontology, ser. CEUR Workshop
Proceedings, F. Couto and J. Hastings, Eds., no. 1515, 2015.

[25] R. C. Jackson, J. P. Balhoff, E. Douglass, N. L. Harris, C. J. Mungall, and
J. A. Overton, “ROBOT: A Tool for Automating Ontology Workflows,”
BMC Bioinformatics, vol. 20, no. 1, 7 2019.

[26] A. Danylenko and W. Löwe, “Context-aware recommender systems for
non-functional requirements,” in 2012 Third International Workshop on
Recommendation Systems for Software Engineering (RSSE). IEEE,
2012, pp. 80–84.

[27] A. Felfernig, M. Stettinger, A. Falkner, X. Franch, and C. Palomares,
“Openreq: Recommender systems in requirements engineering,” in Pro-
ceedings of the Workshop Papers of I-Know 2017 (I-Know 2017), ser.
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Abstract—The realm of knowledge production, once considered

a solely human endeavour, has transformed with the rising promi-

nence of artificial intelligence. AI not only generates new forms of

knowledge but also plays a substantial role in scientific discovery.

This development raises a fundamental question: can we trust

knowledge generated by AI systems? Cognitive modelling, a field

at the intersection between psychology and computer science that

aims to comprehend human behaviour under various experimen-

tal conditions, underscores the importance of trust. To address

this concern, we identified understandability and computational

reliabilism as two essential aspects of trustworthiness in cognitive

modelling. This paper delves into both dimensions of trust,

taking as case study a system for semi-automatically generating

cognitive models. These models evolved interactively as computer

programs using genetic programming. The selection of genetic

programming, coupled with simplification algorithms, aims to

create understandable cognitive models. To discuss reliability,

we adopted computational reliabilism and demonstrate how our

test-driven software development methodology instils reliability

in the model generation process and the models themselves.

Index Terms—Trust, Computational reliabilism, Understand-

ability, Genetic Programming

I. INTRODUCTION

Collaboration between humans and AI has significantly ad-
vanced various fields, particularly science [1] [2]. As a result,
there is growing interest in accelerating scientific research
by automating certain aspects of the process, increasing AI
involvement and reducing human intervention [3]. However,
this raises a critical issue regarding the trustworthiness of AI
systems, as there have been cases where relying on AI has led
to undesirable outcomes [4]. A key factor contributing to this
mistrust is the “black box” nature of some AI technologies,

which are often complex and difficult to comprehend, limiting
transparency and the ability to validate their results. This,
in turn, raises concerns about the reliability of AI-generated
knowledge.

Addressing the trustworthiness concerns associated with
“black-box” systems necessitates a thorough examination of
their internal mechanisms. Potential solutions include the
use of transparent white-box techniques, the development of
explainable AI models, the application of rigorous verification
and validation processes, and the establishment of interactive
systems that combine human expertise with AI capabilities.
By addressing these trust-related challenges, the full potential
of AI in scientific discovery can be harnessed, ultimately
resulting in the generation of reliable and accurate knowledge.

We are constructing a semi-autonomous system that gener-
ates cognitive models in the form of computer programs that
represent scientific theories [5] [6]. As these models represent
the knowledge produced by our system, the question of trust
can be applied to them. The ultimate goal is to create a system
that produces trustworthy knowledge; thus, it is essential to
examine the factors contributing to the trustworthiness of these
models. We identified understandability and reliability as the
two key aspects of trust. This paper aims to justify and ground
our choices and strategies by exploring the question of trust
in terms of these two aspects.

Understandability refers to the ease with which humans can
comprehend the inner workings of cognitive models. When a
model is comprehensible to domain experts and stakeholders,
it promotes transparency and fosters trust in the system. In
order to explain how our system enhances understandability,
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we will provide a rationale for the selection of its basic
components and the array of techniques implemented for
post-processing the generated models. The main idea involves
employing white-box approaches to generate cognitive models
and subsequently refining them to enhance their understand-
ability.

Reliability refers to the consistency and accuracy of cog-
nitive models in generating valid, empirically verified results,
which is crucial for building trust. In this paper, we embrace
computational reliabilism [7] as the philosophical foundation
for reliability. This approach proposes that knowledge is
deemed valid when produced by reliable processes. In other
words, the credibility of the knowledge depends on the con-
sistency and precision of the underlying methods, techniques,
or models used in its creation. Thus, it is essential to examine
and improve these processes, verifying their efficiency and
capability to generate accurate and consistent results. This
ultimately enhances the credibility of the knowledge, promot-
ing trust among stakeholders. As the nature of our system’s
is computational modelling, we aim to explore the software
development methodology employed in its construction and
evaluate the results it generates. We will provide an in-depth
examination of how these software engineering practices cor-
respond to the sources of reliability identified in computational
reliabilism.

This paper investigates the factors influencing trust in the
context of understandability and reliability, aiming to establish
a robust foundation for developing a dependable system that
generates cognitive models representing scientific theories.
The following section outlines our system’s fundamental com-
ponents and operation. Section III addresses the issue of
understandability and discusses how our design choices and
strategies can improve the comprehensibility of the generated
models. Section IV tackles the reliability concern by initially
presenting it within the framework of computational reliabil-
ism. Subsequently, it elucidates how our system development
methodology can contribute to enhanced reliability. In the
discussion section, we address a couple of significant points
before concluding the article.

II. GENETICALLY EVOLVING MODELS OF SCIENCE

Most theories in psychology are expressed informally, using
natural language. However, this type of representation suffers
from a number of weaknesses: due to the lack of precision
of natural language, it is hard to make clear-cut predictions;
verbal theories do not really explain empirical data, but are just
a redescription of them; and they cannot be tested, because the
lack of specification offers an indefinite number of possible
interpretations of any verbal theory.

By contrast, computational models – models implemented
as computer programs – offer a number of strengths [8],
[9]: the theoretical mechanisms and parameters must be rig-
orously and unambiguously specified, with the consequence
that testable predictions can be derived; behaviours can be
simulated, even when multiple variables are implicated; it
is possible to systematically manipulate the mechanisms and

parameters of a model, on the one hand, and the features and
statistics of the environment, on the other hand, in order to
ascertain how they affect behaviour; finally, it is possible to
manipulate not only numerical parameters, such as learning
rates, but also qualitative parameters such as heuristics.

In spite of these advantages, one serious drawback of com-
putational modelling is that it is difficult and time consuming
to develop cognitive models. To alleviate this difficulty, one
approach is to develop algorithms that write the code of
computer programs. This is the approach followed by our
group, building on previous work [5] [10]. The idea is to (semi-
) automatically develop models in psychology, giving as input
a description of the experiment to simulate, the experimental
results, and a list of theoretical constructs that can be used to
build theories.

A. Model Generation System
In order to address the cognitive limitations (such as

cognitive biases) that hinder scientists’ pursuit of successful
solutions and to implement the ideas mentioned earlier, we
suggest a meta-modelling system that creates cognitive models
in the form of computer programs. As our system generates
computer programs, it can be considered a program synthesis
system. The figure 1 outlines the system’s basic components.
Before model generation, a human expert must set up the
system by supplying several elements:

Set of operators: Basic operators implemented as pro-
gramming functions. These operators serve as the fundamental
building blocks of the models and are arbitrarily combined to
create a model.

Experimental data: Data used in real experiments, typi-
cally percentage correct and response times.

Set of initial models: Models already developed by re-
searchers or human experts who believe they are suitable
candidates for the target theory.

Model evaluation environment: Human experts must im-
plement an experimental protocol to simulate the actual exper-
iment. Models at this stage represent human participants and
face identical experimental conditions. They receive real ex-
perimental data, and their responses and timings are recorded.
The main idea is to closely simulate the actual experimental
conditions.

GP-Algorithm: Serving as the model generation engine,
it uses the set of operators and initial models to create
a population of models through random combinations. At
this stage, models are hypotheses subject to experimental
evaluation. The advantage of using GP is its ability to perform
multiple parallel searches within the search space. It gradually
evolves models using genetic operators, such as crossover
and mutation, following natural selection principles. The main
difference between our approach and others is how we eval-
uate the fitness of our models. As mentioned earlier, models
undergo experimental evaluation within the model evaluation
environment, simulating real experimental conditions.

Phased-evolution Occasionally in our experiments, the
model’s fitness consists of several components, making it
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challenging to optimize them collectively. There are different
methods to address these issues. We proposed a phased-
evolution system that breaks down the initial fitness criterion
into distinct components. In the first phase, GP aims to
optimize one component, while in the subsequent phases, it
optimizes the first and second components, and so forth. This
part is not depicted separately in the figure, as it is not a
separate part, but rather a modification of the traditional GP
system.

Post-processing: This step occurs at the end of the evolu-
tionary run to convert candidate models into a more compact
and understandable form.

Fig. 1. Architecture of our system

B. Model generation process
To initiate the process of model generation, human experts

must first provide the system with several fundamental com-
ponents. This involves implementing a set of operators and
defining their interpretation rules for the embedded interpreter.
While some basic cognitive operators are already implemented
with their interpretation rules, human experts may need to
supply definitions and rules for any additional operators. Next,
experts must create a simulated version of the experiment
using experimental stimuli. This simulation will be used to
calculate model fitness later on.

Once these initial steps are completed, the system is ready
for launch, following the primary genetic programming oper-
ational procedure. This involves randomly combining the set
of operators to generate an initial population of individuals.
The fitness of each individual is determined by running the
previously defined experiment and comparing the simulated
results with the actual human data. Those individuals with
higher fitness levels are chosen to breed and produce the next
generation. This process continues until a predefined criterion
set by the human expert is met or the maximum number
of generations is reached. Through this evolutionary process,
the fitness of individuals is gradually improved, following the
principles of natural selection.

Upon completion of the run, models are post-processed to
eliminate dead code and identify similarities among them.
These candidate models represent the strategies employed by
humans when taking part in the actual experiment.

C. Software Development Methodology
Test-Driven Development (TDD) is a software development

approach that prioritises creating tests before developing the
actual code. This ensures that the code aligns with the de-
sired requirements, ultimately enhancing the software’s overall
quality. TDD is an iterative process that begins with the
developer writing test cases for a specific functionality before
implementing the actual function. The next step involves
writing the least amount of code necessary for the test cases
to pass. The final step consists of optimising the code and
eliminating redundancies, a process known as code refactoring.
Kent Beck introduced it in 2003 [11], and since then, it has
become a crucial practice within the software development
community. TDD supports the agile principles of iterative
development, continuous improvement, and high-quality code.

Some of our team members have adapted this approach
specifically for developing cognitive architectures [12], as well
as other scientific architectures. They have identified three
distinct test categories that correspond to various requirements
of scientific software [13]. Unit tests ensure the accuracy of
individual code segments at the algorithmic level, while pro-
cess tests, which are implementation-independent, validate the
proper functioning of a theoretical process by confirming the
generated results. Lastly, canonical tests capture the empirical
outcomes accounted for by a model.

We employ their testing framework for our system’s de-
velopment. The first two test types are vital for correctly
implementing system components, while the third facilitates
the empirical comparison of candidate models generated by
our system. We utilise this as a fitness measure for the models,
allowing the genetic programming (GP) system to evaluate all
models against this metric and evolve the superior ones.

The primary advantages of using this methodology are the
clear separation of the implementation level correctness and
the correctness of results. Additionally, because the developers
have to identify test cases before writing the actual code for
a function, it promotes code refactoring while ensuring the
correctness of implementation. Another advantage is the clear
separation of duties between machines and humans. A final
advantage is the clear division of responsibilities between
machines and humans. This is in line with the ideas of
researchers advocating for interactive machine learning as a
means to expedite the process of scientific discovery [14].

III. UNDERSTANDABILITY

Understandability refers to the capacity of an artificial
intelligence system to clearly and effectively communicate
its decision-making process, reasoning, and results to hu-
mans. This idea is closely connected to the concepts of
interpretability and explainability in AI, which emphasise
the ease with which human users can grasp and interpret
the internal mechanisms, models, and choices made by AI
systems. Gaining insight into the model’s inner workings
requires humans to have access to the model’s details, which
can be challenging or nearly impossible with neural networks
and numerous other machine learning techniques. Since our
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ultimate goal is to create comprehensible and trustworthy
models, we chose to employ a transparent algorithm known
as genetic programming [15].

A. Genetic Programming
Genetic programming (GP) is an evolutionary algorithm-

based approach in which computer programs are evolved to
solve a particular problem. It can potentially improve under-
standability compared to other black-box approaches because
of its inherent structure and the way it evolves solutions. Here
are some reasons why genetic programming may offer better
understandability:

Human-readable representation: GP typically uses tree-
based structures to represent candidate solutions, which are
often more interpretable than other representations, like neural
networks or support vector machines. These tree structures
can be easily converted into human-readable formats, such
as mathematical expressions, decision trees, or if-then rules,
making it easier for humans to understand the underlying logic
of the evolved solutions.

Explicit feature selection: Genetic programming often
performs feature selection implicitly during the evolution
process. It tends to select and use only relevant features while
constructing the solution, which can help users identify which
features contribute to the final decision. This contrasts with
some black-box approaches, like deep learning, where it is
difficult to determine the specific contribution of individual
features.

Evolvable heuristics: Genetic programming can evolve
human-understandable heuristics or rules that can be easily
inspected, understood, and modified by humans if necessary.
This is in contrast to other black-box approaches, such as deep
learning, where the internal logic of the model is not readily
accessible or modifiable.

Traceability: The evolutionary process in genetic program-
ming is typically recorded step-by-step, allowing users to trace
back the development of the final solution. This traceability
provides insights into the evolution of the solution and can
help users understand the decision-making process, unlike
some black-box approaches where the training process is less
transparent.

Although genetic programming might provide improved
understandability in comparison to other black-box methods,
it is crucial to recognise that the degree of interpretability
can vary depending on the particular problem being addressed
and the complexity of the developed solution. Sometimes,
the complexity escalates due to excessive growth in solution
size, a phenomenon referred to as “bloat”. As the size of
the solutions expands, even domain experts may struggle to
comprehend them. This growth in solution size is frequently
associated with an increase in the program’s complexity. We
implemented several techniques to simplify complex models
into more understandable by reducing bloat.

B. Simplification of genetic programs
Simplification is a widely recognised technique for con-

trolling bloat [16]. Initially, it aimed to decrease the size of

final solutions by editing them, which in turn made them
more comprehensible. Subsequently, researchers adapted this
method in various ways to manage bloat. Some simplifi-
cation strategies focus on syntactic similarity, while others
emphasise semantic equivalence. Despite their differences, all
simplification techniques share the common goal of remov-
ing non-functional genetic material by editing individuals.
Consequently, simplification not only helps control bloat but
also eliminates the internal redundancy of individuals. We
implemented three simplification techniques, one offline and
two online to control bloat and enhance understandability of
the models.

1) Offline simplification:: The most basic form of simpli-
fication involves detecting and eliminating dead code. Dead
code refers to segments of code that are not executed during
an individual’s execution. An example of unreachable code
includes statements written after a return statement in pro-
gramming languages such as C + +, Java, and others. To
identify these dormant nodes, we ran an experiment on these
individuals, marking the unreachable nodes [6]. Subsequently,
we reconstructed the same individual after removing these
nodes. We carried out this procedure in an offline mode for the
post-processing of suitable candidate models. This approach
not only diminishes the size of the models but also aids in
analysing their similarities and ultimately reducing the overall
number of candidate models.

2) Online simplification:: Online refers to the process of
employing simplification algorithm while running the evolu-
tionary process. Both of our online algorithms [17] thrive from
the inherent working of genetic programming. GP generates
individuals through crossover, so they contain the genetic
material of both the parents. Some of this genetic material
is important and contributing to the better fitness of the
individual. However, some of it may be of no use. Thus,
there is a possibility of reducing the size of an individual by
keeping a copy of good genetic material and removing the
one that is not contributing. Both of our algorithms exploit
this property of crossover. They do so by unlocking the good
genetic material and getting rid of the non-contributing part.

Generation-wide simplification (Gws) takes inspiration
from the population-wide bloat control techniques. So, instead
of working on just one individual at a time, this method oper-
ates at the whole population at once. It halts the routine process
of producing the new generation – by selection, crossover, and
mutations – after every kth generation. Instead, the application
of rupture routine to every individual now generates the
new generation. In this way, every individual creates several
children. The fitness and hash-values of all these children are
then computed and stored. If the computation of hash-value
results in a collision, this indicates that an identical individual
is already present in the population. So, there is no need
for multiple copies of an individual, and hence this child is
discarded. This process creates a new population of individuals
that may or may not exceed the specified population size.
If the number of newly generated individuals is greater than
the population size, we can discard the ones with the lowest
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fitness. Otherwise, we can fill the gap following the routine
process of crossover and mutation.

Pruning operates at the individual level rather than at the
population level. The motivation behind this is to prune only
those individuals who have a high probability of being selected
as parents. These are the individuals of relatively higher fitness
than the rest of the population. So, the precondition of pruning
as an operator is the sorting of the population according to
fitness. It takes top k% individuals from the sorted population
as input and ruptures them one by one to generate their
children. It then computes the fitness of the children and
replaces an individual with its fittest child. However, it only
performs the replacement when the child’s fitness surpasses the
fitness of the parent. So, after completion of this procedure,
at most k%individuals in the population give their places to
their fittest children. This percentage is called “pruning rate”.
Since it is a one-to-one replacement algorithm, a very high
pruning rate means applying it to most individuals, which is
too costly. Therefore, we recommend using a lower rate of
pruning. However, this rate can vary from problem to problem,
and the best way to determine it is experimental.

IV. RELIABILITY

Reliability is one of several factors contributing to the
overall trustworthiness of an AI system. We employed com-
putational reliabilism as the philosophical foundation for re-
liability to guarantee the production of reliable knowledge.
This section begins by defining computational reliabilism, then
delves into our software development approach for creating
cognitive models, and finally illustrates how this test-driven
methodology serves as a practical method for implementing
computational reliabilism.

A. Computational reliabilism

In philosophy, knowledge has traditionally been understood
as justified true belief. Justification refers to the property
of a belief that qualifies it to become knowledge. Edmund
Gettier was the first to show that in certain situations, hav-
ing a justified true belief does not necessarily qualify as
knowledge [18]. Reliabilism offers an alternative account to
justification, proposing that beliefs formed through a reliable
process can be considered knowledge [19]. While there are
some differences, most reliabilists argue that a belief can
be justified or constitute knowledge even if the believer is
unaware of or does not understand the process that makes the
belief reliable. This interpretation of reliabilism creates room
for the black-box machine learning methods. We will revisit
this point later in the discussion.

In the contemporary world, a considerable number of
knowledge-generating processes are computational in nature.
Recognising this, Durán proposed computational reliabil-
ism [7] as an extension to process reliabilism. This adaptation
aims to address the trustworthiness and reliability of knowl-
edge produced through computational methods, reflecting the
growing importance of such methods in modern knowledge

production. Durán was particularly interested in the trustwor-
thiness of the knowledge produced by computer simulations.
Since our work focuses on computational cognitive modelling,
we adopt Durán’s conceptualisation of computational reliabil-
ism in our system.

Durán defines computational reliabilism in the following
terms:

(CR) if S’s believing p at t results from m, then S’s belief
in p at t is justified.

where S is a cognitive agent, p is any truth-valued propo-
sition related to the results of a computer simulation, t is any
given time, and m is a reliable computer simulation. Since our
systems generates knowledge in the form of cognitive models,
our adoption of his definition becomes

If S’s believing c at t results from g, then S’s belief in c at
t is justified.

where S is a cognitive agent, c is the cognitive model
generated by the system g, t is any given time, and g is a
reliable cognitive model generator.

In contrast to Durán’s conception, we are required to
guarantee reliability at two distinct stages. First, since our
system operates as a model generator, it is essential to verify its
reliability. Additionally, as the models generated by our system
act as potential candidates for scientific theories, empirical
validation of their results is necessary. To accomplish this, we
employed a test-driven software development methodology in
building our system and subsequently in verifying the results.
But before discussing this methodology, we shall first discuss
the four sources of reliability identified by Durán.

B. Four sources of reliability
Durán identifies four external sources that can attribute

reliability to a computational process, namely verification
and validation, robustness analysis, history of (un)successful
attempts, and expert knowledge. However, these sources are
not of equal importance and their degree of reliability may
vary depending on the circumstances, domain, and nature of
the computation process. Moreover, their reliability measures
are not yet quantified.

Verification and validation: Verification and validation
represent two separate processes aimed at guaranteeing the
quality, dependability, and accuracy of software. Setting aside
their technical definitions and the differing perspectives of
the scientific and software communities, verification can be
considered the process of ensuring that software is developed
correctly, adhering to its design and specifications. On the
other hand, validation, particularly in the context of scientific
software, concerns the accuracy of the generated results, which
is evaluated by comparing them to real experimental outcomes.
Both aspects are essential in ensuring the trustworthiness of
the knowledge produced.

Robustness analysis: Robustness analysis is a method
used in computational modelling and simulation to assess
the stability and reliability of a model’s results. It consists
of two steps: first, examining a group of models to identify
a common predicted result, called the robust property; and
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second, analysing the models to find the structures responsi-
ble for generating this robust property. Researchers need to
investigate a group of similar, yet distinct models to identify a
robust behaviour. The objective of this analysis is to develop
a diverse range of models, ensuring that the identification of
a robust property is not merely due to chance in the way
the models were analysed, but because the property truly
exists. By exploring various models, researchers can gain a
deeper understanding of the core similarities that yield the
robust property and enhance their confidence in the model’s
predictions and insights.

A history of (un)successful implementations: In line with
scientific traditions, documenting the progress of computer
simulations’ development is crucial, encompassing both suc-
cesses and failures. By continuously updating methods and
techniques and incorporating the latest advances in knowledge,
the field gradually progresses. This process helps establish
reliability by maintaining a record of accomplishments and
challenges, ensuring that researchers can learn from past expe-
riences and build upon them to further enhance the reliability
of computer simulations.

Expert knowledge: The fourth and last source is expert
knowledge. It is crucial for the reliability of computer simu-
lations, as it influences the underlying theories, assumptions,
and computations. Experts from various disciplines contribute
to the robustness of a simulation and its history of successful
or unsuccessful implementations. Their expertise, acquired
through training and social interactions, helps in identifying
and judging relevantly similar structures, which is crucial for
claims about robust properties. By influencing the assumptions
built into the simulation model and determining the acceptable
range of results, experts contribute significantly to the overall
reliability of computer simulations. However, it is important to
remember that expert knowledge can also be a source of errors,
necessitating a careful balance between reliance on expertise
and other sources of reliability.

C. Reliability of our System
So far, we have presented the notion of computational

reliabilism and identified its sources. We ensure the reliability
of the processes and the results in our system by adopting
the software development practices and through various other
strategies inbuilt into the design of our system. The following
subsections present how our system ensures some form of the
four sources of reliability.

Verification and validation: Our system creates computer
programs representing candidate models for a theory, and we
must verify its correctness at two levels. First, we need to
ensure the proper functioning of the system generating the
programs. Second, we need to confirm the correctness of the
produced programs. To achieve this, we employ an extended
version of test-driven development methodology, incorporating
three tiers of tests [12] [13]. Unit tests check the imple-
mentation correctness, while process tests verify the accuracy
of different theoretical processes. The generated programs’
correctness is ensured through the genetic programming’s

generational process, which combines user-defined operators
in tree structures, representing the program’s syntax. An inter-
preter within our system interprets these programs. The test-
driven methodology guarantees the correctness of generational
and interpreter parts and their functioning. However, this does
not guarantee that the evolved programs will perform well on
real experimental data.

To validate the system’s performance, we compare the
evolved programs’ performance with real experimental data,
similar to conducting experiments on the original subjects. The
model’s performance is assessed by running these experiments.
During the evolutionary process, effective programs advance
while inferior ones are eliminated. At the end of the evolu-
tionary run, we obtain models that perform on par with real
subjects. This empirical testing corresponds to the validation
aspect.

Robustness analysis: Robustness analysis involves exam-
ining a group of models to identify robust properties. We have
incorporated a post-processing step to refine a set of models
deemed as suitable candidates. The goal is to eliminate dead
code in these models and identify their syntactic similarities.
These similar syntactic structures could correspond to robust
properties. However, currently, our approach is limited to
detecting these similarities and grouping these models into the
same family. In the future, we plan to implement additional
similarity measures, such as semantic similarity, among others.

A history of (un)successful implementations: In line with
Newell’s concept of a unified cognitive architecture [20],
our system assumes a fixed structure and conducts various
experiments across different domains. Our approach is to
use parameters supported by research literature and maintain
their consistency throughout the experiments. This cross-
experimental validation can be assessed using canonical tests.
There are several ways to achieve this, reflecting a form
of multi-objective optimisation. We have introduced phased
evolution [6], which is currently limited to single experiments,
but can be extended to multiple experiments.

At the implementation level, the unit testing framework en-
ables continuous code refactoring while ensuring correctness.
This continuous refactoring leads to consistent improvement
in code quality, effectively preserving the history of code
implementations.

V. DISCUSSION

Since our system aims to generate trustworthy knowledge
following the account of computational reliabilism, it is cru-
cial to address two key aspects. The first aspect pertains to
the nature of the scientific method employed for knowledge
generation. The second aspect emphasises the rationale behind
distinguishing understandability from computational reliabil-
ism.

A. Computational reliabilism and falsification
It is undeniable that AI has become a catalyst for propelling

scientific discovery, revolutionising the practice of science
in numerous ways. One significant shift encompasses the
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transition from hypothesis-driven to data-driven science [3]—a
subject of ongoing debate with advocates on both sides [21].
Supporters of the hypothesis-driven approach adhere to the
traditional Popperian view of science, which centres on falsi-
fication as the core of the scientific process. Popper posits
that while scientific evidence cannot prove a theory to be
true, it can demonstrate its falsehood. If a theory yields a
false prediction, the theory itself must also be false. Popper’s
knowledge construction method relies on a process of elimina-
tion, considering surviving theories true until counter-evidence
emerges.

Popper does not endorse deriving theories inductively from
data. In contrast, many modern machine learning systems
are built upon this inductive approach. Reliabilism offers a
balanced perspective, embracing the possibility of data-driven
theory development without outright dismissal. Unlike Popper,
reliabilism permits inductive reasoning, provided reliable fal-
sification mechanisms exist. As a result, it does not reject data-
driven machine learning systems as long as reliable refutation
opportunities are present. Reliabilism predominantly aligns
with traditional hypothesis-driven science, where hypotheses
are first formulated and later experimentally refuted using
data [22]. Our system aligns well with this traditional ac-
count, as it begins by stochastically generating hypotheses.
Each hypothesis undergoes experimental testing, and we move
forward only with those that account for a relatively larger
portion of the data, following the data-driven science approach.
This process results in the gradual evolution of hypotheses,
ultimately converging on those that fully explain the data.

B. Decoupling understandability and reliabilism
Duran’s conception of computational reliabilism ascribes

credibility to the knowledge generated by black-box machine
learning models, offering a means to trust the results produced
by these opaque systems. Although we adhere to his formula-
tion of computational reliabilism, we choose to employ more
transparent machine learning techniques. This departure from
Duran’s original formulation is based on several reasons:

Firstly, the main aim of cognitive science involves un-
derstanding the cognitive processes and strategies employed
by humans in various experimental situations. By choosing
genetic programming, we can encode these basic processes
as cognitive operators, enabling human experts to consider
different cognitive operators and examine their potential com-
binations to generate higher cognitive functions. Gaining such
understanding is not easily achievable with black-box method-
ologies. Therefore, the primary argument here emphasises the
development of scientific understanding, rather than merely
obtaining reliable scientific discoveries.

Secondly, the argument is grounded in the critiques of
autonomous machine learning. Numerous researchers advocate
for interactive machine learning, where humans occupy a
central role. Our system is inherently interactive, as it necessi-
tates human involvement in coding basic cognitive operators,
creating experimental code based on original protocols, and
developing an empirical evaluation of hypotheses through a

fitness function. The argument here is that such interaction
fosters a better understanding, which is difficult in a fully
automated system.

VI. CONCLUSION AND FUTURE WORK

This paper has explored the creation of trustworthy cog-
nitive models by addressing understandability and reliabil-
ity as two crucial aspects of trust in cognitive modelling.
To develop understandable cognitive models, we designed
a system for generating these models and explained how
their representation as computer programs, the application
of genetic programming, simplification, and post-processing
contribute to enhanced understandability. To ensure reliable
cognitive models, we embraced computational reliabilism as
the philosophical foundation and discussed how our agile de-
velopment methodology, comprising an extended form of test-
driven development and continuous refactoring, establishes
reliability in the system. This methodology guarantees not
only the reliable generation of models but also the validity of
these models as candidates for the theory through experimental
evaluation.

Our approach strikes a balance between conventional fal-
sifiable theory-driven science and the potential of data-driven
methods, as promoted by computational reliabilism. Although
the original concept of computational reliabilism was devel-
oped to foster trust in opaque yet reliable methods, we argued
for transparent approaches to encourage scientific understand-
ing.

This was our first attempt to apply computational reliabilism
to cognitive modelling. As computational modelling and sim-
ulations share many similarities, we aimed to make minimal
modifications to the original formulation. Moving forward, we
plan to develop a customised version of computational relia-
bilism tailored for meta-modelling frameworks. Additionally,
we intend to explore how ethical issues related to autonomous
AI can become epistemic concerns, potentially creating new
trust challenges in computational systems.
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Abstract—An important open question in human-robot in-

teraction (HRI) is precisely when an agent should decide to

communicate, particularly in a cooperative task. Perceptual

Control Theory (PCT) tells us that agents are able to cooperate

on a joint task simply by sharing the same ‘intention’, thereby

distributing the effort required to complete the task among the

agents. This is even true for agents that do not possess the same

abilities, so long as the goal is observable, the combined actions

are sufficient to complete the task, and there is no local minimum

in the search space. If these conditions hold, then a cooperative

task can be accomplished without any communication between

the contributing agents. However, for tasks that do contain local

minima, the global solution can only be reached if at least one of

the agents adapts its intention at the appropriate moments, and

this can only be achieved by appropriately timed communication.

In other words, it is hypothesised that in cooperative tasks, the

function of communication is to coordinate actions in a complex

search space that contains local minima. These principles have

been verified in a computer-based simulation environment in

which two independent one-dimensional agents are obliged to

cooperate in order to solve a two-dimensional path-finding task.

Index Terms—cooperation, communication, interaction, per-

ceptual control theory, search, local minima

I. INTRODUCTION

An important open question in human-robot interaction
(HRI) is precisely when an agent should decide to commu-
nicate [1]. Unfortunately, research in human-human interac-
tion has been obsessed with ‘turn-taking’ as the underlying
mechanism [2]–[5], somewhat overlooking the observation
that conversation can overlap as well as interleave [6], [7],
as well as ignoring the question as to why agents should
communicate in the first place [8]. Clearly, communication
supports information exchange [9], [10] and learning [11], but
more importantly it facilitates collaborative problem solving
[12] and goal sharing [13], i.e. cooperation. However, little
research has been conducted into what conditions the timing
and structure of communication in continuous cooperative
interaction [14].

This paper addresses these issues from the perspective of
Perceptual Control Theory (PCT) [15]. Results are presented
from a PCT-based simulation of a cooperative task, and it
is shown how appropriately timed communication between
agents can overcome local minima in a joint problem space.

II. COMMUNICATION IN COOPERATION

Perceptual Control Theory (PCT) is founded on the mantra
“behaviour is the control of perception”, and agents are
modelled as a hierarchy of negative-feedback control loops.
Solidly grounded in the tradition of ‘cybernetics’ [16], PCT
has been shown to be capable of accounting for a wide range of
‘intelligent’ phenomena based on a parsimonious architecture
of replicated closed-loop structures [17]. In particular, PCT
tells us that agents are able to cooperate on a joint task simply
by sharing the same reference signal, i.e. by having the same
intention [18]. The consequence is that the effort required to
complete a task may be distributed among the agents involved.

However, it is claimed here that successful convergence to-
wards a solution of a joint task is based on three assumptions:

• the goal is observable (that is, each agent has an appro-
priate input function),

• the combined actions are sufficient to complete the task
(that is, the agents possess complimentary output func-
tions), and

• the goal is accessible (that is, there are no local minima

in the search space).

If these three conditions are met, then a cooperative task
can be accomplished without any communication between the
contributing agents.

This means that, for tasks that do have local minima, the
global solution can only be reached if at least one of the agents
adapts its intention at the appropriate moment(s). That is, an
agent may need to abandon its original goal in favour of a tem-
porary alternative that facilitates an escape from a local min-
imum. Such behaviour requires timely coordination between
the agents, and this can only be achieved by appropriately-
timed communication. In other words, it is hypothesised that,
in cooperative tasks, one function of communication is to
coordinate actions in a complex search space that contains one
or more local minima. From a PCT perspective, this implies
that a perceived signal from one agent should trigger a change
in a reference signal for another agent.

This hypothesis has been verified in a computer-based
simulation in which two independent one-dimensional agents
are obliged to communicate (that is, actively cooperate) in
order to solve a two-dimensional path-finding task [19].
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III. SIMULATION ENVIRONMENT

The simulation environment – implemented in the Pure Data
(Pd) dataflow programming language [20], [21] – is illustrated
in Fig. 1. Two 1D agents control the X and Y positions of
a ‘vehicle’ in a 2D space, the task being to steer the vehicle
towards a ‘target’ location. Each agent can only ‘see’ the target
in its single dimension, hence cooperation may be required
to solve the joint 2D problem. The difficulty of the task is
scaled by the introduction of various forms of obstruction (as
illustrated in Fig. 1), and the ‘solution time’ (ST) for each
successful run was measured.

Fig. 1. Screenshot of the Pd-based simulation environment showing the target
(green square), the vehicle (red circle) and two barriers (yellow lines). The
X and Y axes depict the 1D projection of the vehicle, target and barriers
(if visible from the agent’s perspective). The number in the top-right corner
indicates the elapsed time in the current run, and the number in the top-left
corner shows the number of runs completed.

There are many configurations in which each controlling
X and Y agent can move the vehicle towards the target by
reducing their individual ‘error’ in a monotonic fashion (that
is, by gradient descent), even if there are barriers present. For
example, Fig. 2 shows a configuration with three barriers but
no local minimum. Also, some barrier configurations create
situations in which it is impossible for the vehicle to reach
the target at all – see Fig. 3.

However, some configurations (such as the one shown in
Fig. 1) create situations which require agents to increase their
error momentarily in order for the vehicle to eventually reach
the target. For example, if one agent has reached its target
(in 1D), but the other is stuck behind a barrier, then the first
needs to be requested to abandon its target temporarily in an
attempt to free the second agent. Hence, the presence/absence

Fig. 2. Screenshot of the Pd-based simulation environment showing a
configuration with three barriers but no local minimum. This means that the
vehicle can reach the target without getting ‘stuck’.

of timely communications is critical in determining whether a
run is ultimately successful or not.

Since not all configurations are solvable, the simulation
environment was set up such that any experimental run lasting
longer than 30 seconds was terminated and marked as ‘did not
finish’ (DNF). In such cases, the solution time was ignored in
subsequent data analysis.

Fig. 3. Screenshot of the Pd-based simulation environment showing a
configuration with three barriers in which it is impossible for the vehicle
to reach the target.
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Table I lists the variables instantiated in the simulations.
Overall, five cooperation modes were implemented per agent

(listed at the bottom of Table I), and different combinations
were able to be specified by means of an agent-specific 4-bit
binary code. This meant that there was a total of 16 possible
levels of cooperation available for each agent. Two of these
involved no communication at all, but distinguished between
just stopping at an obstruction (i.e. no active cooperation)
versus moving randomly (i.e. potential cooperation without

communicating).

TABLE I
SIMULATION ENVIRONMENT SETUP

Agent Variables

Action Forward, Reverse, Stop

Status

Collided with edge
Collided with barrier* (“stuck”)
Target known
Target accessible* (“access”)
Arrived at target (“arrived”)

Experiment Variables

Environment

Initial target position [XY]
Initial vehicle position [XY]
Number of barriers [0–3]
Location, orientation & size of barrier(s) [XYRL]
Number of runs [100–1000]

Agent

Target view [true/false]
Cooperation level [0000–1111]a�e

Loop gain [0.01]
Back-off time [1000 msec]

Measures

Time to target (ST) [secs.]
Did not finish (DNF) [#]
Time spent communicating [%]

a[0000] if self = target known ) approach target; else stop
b[1000] if self = target known ) approach target; else move randomly
c[0100] if self = “arrived” + other = “stuck” ) back-off
d[0010] if self = “stuck” + other = “stuck” ) back-off
e[0001] if self = “access” + other = “access” ) approach target

Of particular interest are each agent’s ‘status’ parameters
that were available to be communicated for a given level of

cooperation. These are marked with a * in Table I.
The first parameter – “stuck” – relates to the identification

of a potential local minimum. Such a condition arises when
one agent has collided with a barrier and the other has arrived
at the target, or when both agents have collided with barriers.
Crucially, it was realised that just one agent being stuck at a
barrier is not sufficient evidence for a local minimum, as the
other agent may be making progress which could resolve the
problem.

The second parameter – “access” – relates to whether the
target was accessible, i.e. there was no barrier between the
agent and the target. However, it is important to appreciate that
such a condition does not guarantee a successful approach, as
the target may subsequently become inaccessible for one agent
due to the activities of the other agent.

IV. EXPERIMENTS & RESULTS

A number of experiments have been conducted, each using
multiple simulation runs to investigate different configurations
of obstacles and levels of cooperation. For example, Fig. 4

shows the distribution of solution times resulting from 1000
runs in an environment containing two fixed barriers (con-
figured as shown in Fig. 1.) for four incremental levels of
cooperation. As expected, enabling explicit communication
between the agents had a measurable effect in speeding up
solution times. However, it was also noted that the low solution
times for [1000] was due to the high number of runs that did
not finish (DNF). In particular, the results revealed that [1000]
gave rise to 64% DNFs, whereas [1100] had 13% DNFs,
[1110] had 1% DNFs, and [1111] had only 0.6% DNFs.
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Fig. 4. Distributions of solution times for different levels of cooperation in
an environment containing two fixed barriers.

In attempting to analyse the results of the more complex
cooperation experiments, it became clear that an overall ‘good-
ness measure’ was needed in order to resolve the compromise
between fast solution times and the numbers of runs that did
not finish. This was necessary because, as seen above, a high
number of DNFs tends to give rise to a low mean solution time
because the runs that succeed have less challenging barrier
configurations. Likewise, a low number of DNFs may be as-
sociated with higher mean solution times as a consequence of
the cooperating agents taking longer to solve more challenging
barrier configurations.

Hence, an appropriate ‘goodness measure’ was defined as:

GM = log(ST 1+ DNF
nruns ), (1)

where GM is the goodness measure (low is good), ST is the
mean solution time for a run, DNF is the number of times a
run did not finish, and nruns is the number of runs.

Fig. 5 shows the combined results from the solution times
shown in Fig. 4 and the corresponding number of DNFs plotted
using the goodness measure. This representation clearly shows
that, as expected, increasing the level of cooperation between
the agents leads to significant improvements in their ability to
solve the designated task.
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Fig. 5. Relationship between the cooperation level and the ‘goodness measure’
(low is good) in an environment containing two fixed barriers.

A. Matched Agents

As mentioned above, the simulation environment allowed
the cooperation level to be set for each agent independently.
However, due to the combinatorics, the majority of exper-
iments were conducted with matched agents. For example,
Fig. 6 shows the impact of all sixteen levels of cooperation
ranked by the ‘goodness’ of the outcome for matched agents
in an environment containing three randomly placed barriers
with random lengths and orientations.
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Fig. 6. Relationship between different cooperation combinations ordered by
their ‘goodness’ (low is good) for matched agents in an environment contain-
ing three randomly placed barriers with random lengths and orientations.

As can be seen in Fig. 6, the relationship between dif-
ferent combinations of cooperation and the goodness mea-
sure reveals that the cooperation combination [0111] “ar-

rived”+“stuck”, “stuck”+“stuck” and “access”+“access” gives

rise to the best overall performance. The second-best is [0110]
“arrived”+“stuck” and “stuck”+“stuck”. Next is [1110] “ran-

dom movements”, “arrived”+“stuck”, and “stuck”+“stuck”, and
fourth is [0010] “stuck”+“stuck”. The following three combi-
nations [1010], [0011] and [1011] also have relatively high
‘goodness’, and confirm that the top eight all have [0010]
‘stuck”+“stuck” enabled, and performance drops significantly
without it.

The highest number of DNFs was 854/1000 (for [0001]), the
lowest was 284/1000 (for [0111]), and there were 769/1000
DNFs for no cooperation at all ([0000]). These results imply
that up to 28% of barrier configurations were unsolvable
and ⇠23% were solvable without cooperation, which means
that ⇠49% were able to be solved with cooperation. The
fact that [0001] resulted in a higher number of DNFs than
[0000] implies that enabling the “access”+“access” strategy
was actually detrimental to performance.

With regard to the proportion of time agents spent com-
municating, the results shown in Fig. 7 reveal that there is a
clear relationship between the goodness of the cooperation
combinations and the proportion of time the agents spent
communicating. As noted above, this is a function of whether
[0010] “stuck”+“stuck” is enabled or disabled, and it clearly
reflects the frequency with which situations containing local
minima arise given the three random barriers. It is also
interesting to note that the highest levels of communication
occurred for the top two cooperation combinations.
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Fig. 7. Relationship between different combinations of cooperation and the
% of time the X and Y agents were communicating for matched agents in an
environment containing three randomly placed barriers with random lengths
and orientations. The results are ordered by ‘goodness’ from left to right.

Finally, the correlation between the mean % time spent
communicating and mean solution times was consistently
⇠0.4 for the best eight cooperation combinations. This shows
that harder barrier configurations required proportionally more
inter-agent communications, as well as taking longer to solve.
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B. Mismatched Agents

As an example of the consequences of allowing the cooper-
ation level to be set independently for each agent, Fig. 8 shows
results for all combinations of matched and mismatched agents
in an environment containing three randomly placed barriers
with random lengths and orientations.
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Fig. 8. Heat map of the goodness measure for all combinations of X
and Y cooperation for mismatched agents in an environment containing
three randomly placed barriers with random lengths and orientations. Blue
corresponds to the best, and red to the worst.

The results of this experiment showed that up to 26%
of barrier configurations were unsolvable and ⇠30% were
solvable without cooperation. This meant that ⇠44% were able
to be solved with cooperation.

What is particularly interesting in the results shown in Fig. 8
is that the good solutions are not confined to the diagonal,
i.e. not restricted to the matched agents conditions. In fact
the outcomes resulting from the best mismatched agents are
comparable to those for the best matched agents. For example,
the best performance over all cooperation combinations was
obtained for [1111]+[0010] (i.e. where one agent had all
cooperation modes enabled, and the other agent was only
responding to “stuck”), and this result was slightly better than
the best matched agents at [0110]+[0110].

Further investigation into the consequences of allowing
the cooperation level to be set independently for each
agent was made by comparing the performance of the best
matched and mismatched combinations mentioned above (i.e.
[1111]+[0010] versus [0110]+[0110]) with varying numbers
of barriers. The results (shown in Fig. 9) reveal that the
matched agents performed slightly better than the mismatched
agents. However, as can be seen in Fig. 10, the mismatched
agents communicated less than the matched agents, with the
difference being proportionally larger for the more difficult
barrier configurations.
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Fig. 9. Relationship between the goodness measure and the number of random
barriers for matched and mismatched agents.
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Fig. 10. Relationship between the number of random barriers and the total %
of time the X and Y agents were communicating for matched and mismatched
agents.

V. DISCUSSION

Clearly, the task posed here is related to finding an optimal
route on a map. As such, two scenarios are possible: (i) the
distance between the vehicle’s current position and the target is
known, but gradient descent may lead to a local minimum, or
(ii) the distance between the vehicle’s current position and the
target is unknown due to an obstruction. The first of these may
be solved by planning (assuming that the map is known), or by
recognising that a local minimum has occurred and trying to
jump out stochastically. In the second scenario, only random
search is possible.

However, this map-based analysis is based on the privileged
perspective of a 2D agent. In the task posed in this paper,
the agents were purposefully designed to be 1D, precisely
so that they did not have access to a 2D map. This meant
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that planning was not possible, and the recognition of arriving
at a local minimum (or of simply not being able to see
the target) required message-passing between the agents, i.e.
explicit cooperation by communication.

Another insight to emerge from this work is the realisation
that communication may be achieved by signalling (i.e. a
‘push’ from a sending agent) or by observation (i.e. a ‘pull’
from a receiving agent). Clearly, the latter is less efficient due
to the need for continuous monitoring. Hence it can be said
that, while an attention mechanism may be important, raising
alerts in a timely manner are critical to success in a cooperative
task.

It is also interesting to note that the overall paradigm
is not specifically concerned with explicit message passing.
Given that the meanings of the particular messages have
implications for the subsequent behaviour, the scenario may
also be viewed as one agent needing to appreciate the other’s
situation. In other words, timely communications to overcome
local minima in a cooperative problem space may be viewed
as instantiating a primitive ‘theory-of-mind’ [22].

VI. SUMMARY AND CONCLUSION

This paper has addressed the question as to what conditions
the timing and structure of communication in continuous co-
operative interaction. Experiments have been conducted using
a PCT-based simulation of a cooperative task in which two in-
dependent one-dimensional agents are obliged to communicate
in order to solve a two-dimensional path-finding problem.

Results from a number of simulation experiments have con-
firmed the hypothesis that appropriately timed communication
between agents can overcome local minima in a joint problem
space. It has also been shown that asymmetric levels of coop-
erative communication can be as effective as equally matched
partners, and can even reduce the level of communications
required to achieve the same level of performance.

Finally, although this study was aimed at extrinsic commu-
nication between multiple agents, it is interesting to note that
the results also apply to intrinsic communications within a
single agent.
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Abstract—This paper presents a comprehensive study on the
usage of Uber in different markets, with a focus on understanding
the impact of demographic factors, public transit proximity,
weather and extreme events on the demand for Uber ride-
hailing services. This study involves application of Explainable AI
techniques for feature selection among multiple data sources to
model external factors on the Uber ride usage. Furthermore,
factors such as weather and local events are used for ride
usage forecasting using spatiotemporal aspects and extreme event
analysis. The results of this study showed that certain factors
like demography, proximity of public transit play a role in
shaping the usage patterns of Uber. Also, extreme events, such
as weather conditions and local events, were found to have a
significant impact on the demand for Uber services. This study
provides valuable insights for Uber, similar ride-hailing services
and policymakers for optimal resource allocation, and lays the
foundation for further research on the relationship between
transportation services and various contextual factors.

Index Terms—Explainable AI, Feature selection, Contextual
Dependency, Extreme event analysis, Spatiotemporal analysis,
Ride forecasting, Regression analysis, Ride-hailing services

I. INTRODUCTION

The transportation industry has undergone a significant
transformation in recent years, with the rise of ride-sharing
platforms like Uber. The ride-hailing services has disrupted
the traditional taxi industry and has become a popular mode of
transportation for millions of people worldwide. The success
of such ride-hailing services can be attributed to its ability
to provide convenient, reliable, and cost-effective rides to
customers. It is important for various ride-hailing services
to understand the impact of various exogenous factors and
contextual dependencies on the ride demand.

In this study, we aim to address these challenges by utilizing
advanced data analytics techniques to gain insights into the
factors that influence ride usage by analyzing the impact of
contextual factors such as demography, existing public transit
solutions, weather and public events.

We propose a novel, Explainable AI driven feature selection
technique to identify the most important features that influence
ride usage across multiple data sources. We then perform
regression analysis to understand the impact of demographic

factors and proximity to the nearest public transit hub on ride
usage in different areas of a city. To identify the influence of
weather and public events on ride demand, we use time series
forecasting with a focus on extreme event analysis.

This study provides valuable insights into the contextual
dependencies that influence ride usage, and can inform the
decision-making process for ride-hailing services for optimal
resource allocation and improved profitability. The results of
this study can also be used by other ride-sharing platforms,
transportation companies, and policymakers to gain a better
understanding of the various exogenous factors that influence
ride usage.

II. LITERATURE REVIEW

A. Background and Related Works

The analysis of the impact by various external factors on the
trip fare of ride sharing services have attracted the attention
of many researchers pertaining to different case studies on the
same area. S. Guo et al. 2018 [1] performs dynamic price
prediction of ride-on-demand (RoD) services based on multi-
source urban data. The price prediction methodology is based
on features extracted from multiple sources such as the RoD
service, taxi service, public transportation, weather, the map
of a city, etc. A neural network is trained using different
combinations of feature sets to perform the required prediction
and are appropriately evaluated. The first drawback of this
methodology is the absence of a well-defined feature selection
strategy. The paper makes use of different combinations of
multiple feature sets to illustrate the improvement in accuracy
and related metrics. However, this method is not scalable with
addition of more external factors. The second drawback is the
absence of a feature selection strategy within a given feature
set. As a result, the neural network would have likely been
trained with low impact features that could have affected the
performance of the model.

Chao Chen et al. 2018 [2] makes use of different data
sources pertaining to urban data such as weather, traffic,
duration, etc. The solution involves incorporating these data
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sources to train a simple linear regression model with high-
dimensional composite features to perform the prediction. The
composite features are obtained by combining simple basic
features based on certain properties. By using linear regression
for prediction, the model fails to take into account the possible
non-linear relationships between the input parameters and
target variables. Furthermore, the basic features are combined
into composite features by intuition and brute force, without
any definite algorithm for the same.

Le Chen et al. 2015 [3] tries to evaluate Uber’s dynamic
pricing mechanism by treating it as a black-box, and predicts
future prices based on a predicted relationship between the
historical trip fare and the supply and demand. The prediction
is inaccurate, due to the lack of real service data and the
absence of including additional external factors for predicting
the relationship.

M. Battifaranoa et al. 2019 [4] proposes a general data-
driven framework is developed for predicting short-term surge
multipliers. The solution utilises multiple data sources from
traffic, built environment and weather. A log-linear model is
trained using features on surges, patterns, events and traffic
speeds.

Y. Liu et al. 2017 [5] presents a preliminary study on
predicting price multipliers. The solution makes use of only
the RoD service data and weather data to predict the hourly
average price multiplier in specific areas. Different predictors
such as Markov-chain and neural network predictors are used
to predict the surge prices at different localities within the city.
The limited factors used do not present accurate results.

J. Hall et al. 2015 [6] examines a case study of Uber prices
surging during well-attended events. Due to the effect, supply
rises to meet demand and completion rate remains high. In
comparison, when the surge pricing system experienced an
outage on New Year’s Eve, completion rate fell dramatically.
The solution demonstrates that events impact the surge price
and the corresponding impact on the supply and demand
aspect.

B. Outcome of Literature Review
It has been observed that there is limited literature available

[7][8][9][10] that demonstrates the use of multiple contextual
factors like weather and traffic to predict the trip fare of
ride sharing companies. The papers that explore the impact
of multi-source urban data on the trip fare do not make
use of any specially designed feature selection strategy for
their respective prediction models. A good feature selection
technique is even more necessary in such cases due to the fact
that incorporating features from different data sources would
bring about a considerable amount of noise in the dataset.

After identifying the gaps in the existing literature, this pa-
per aims to address each of the drawbacks by (i) incorporating
more features from the external data sources, (ii) designing a
novel feature selection strategy, considering the ride sharing
scenario as the relevant case study, and (iii) presenting the
combined results in order to analyse the impact of contextual
features driving the model’s predictions.

III. METHODOLOGY

The methodology of this study follows the typical workflow
of a data science solution. Fig. 1 presents the complete archi-
tecture diagram, along with interaction among the different
components. More description pertaining to each component
is presented in the further subsections. The primary goal of this
paper is to apply various analytical techniques and machine
learning models, which would aid in deducing the impact
of various exogenous factors on the usage of ride-hailing
services. The city of New York is considered for the case
study in this paper.

Fig. 1. Architecture Diagram

A. Dataset Description

There are a good number of contextual dependencies to
be considered to understand their impact on the usage of ride
sharing services. Data sources such as weather data, proximity
to public transportation hubs, public events and demographic
data are some feature sets to be considered. Due to the unique
nature of each feature set, they are to be sourced from different
data sources and collated together in a standard form to
ensure seamless processing. To represent the data for ride-
hailing services, Uber data is sourced from a popular Kaggle
dataset. Weather data is sourced from weather.com. Public
events data is source from Timeout. Public transportation
data are sourced from NYC Open Data. Demographic data
is sourced from NYC Census data. The Uber rides dataset
consists of over 4.5 million data points spanning across the
months of April to September 2014, with 4 attributes denoting
the timestamp, latitude and longitude of the ride pickup,
and the spatial coordinates of the same. The weather dataset
consists of hourly weather data for the same timescale, with
14 attributes denoting the spatiotemporal features along with
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different weather conditions such as temperature, precipitation,
humidity, etc. the public events dataset consists of 38 most
popular events in New York that occurred during the same 6-
month timescale of 2014. The attributes pertain to the event
name, location coordinates and the date-time field. The public
transit data consists of more than 2200 bus stops with several
features, the key ones being the location coordinates and de-
tails of each bus stop. The demographics census data consists
of 30 socio-economic features across five broad categories
: Economic status, Employment status, Employment sector,
Mode of Commute and Ethnicity. There are over 2000 data
points, providing census information for each census tract of
New York. The common attribute among all these datasets
are timestamps. Based on timestamps and datetime-related
attributes, the datasets are merged and grouped as required
by each of the components.

B. Dataset Preprocessing
The collated data from the previous step are appropriately

transformed to ensure consistency for further processing of the
data. This data is cleaned using two techniques, normalization
and outlier removal.

Data normalization is a crucial step in the preprocessing of
data that involves transforming data into a common scale to
prevent any disproportionate feature values from influencing
the results of the analysis. The Min-Max scaling is used
to normalize in this regard. In this technique, the data is
scaled to a fixed range of between 0 and 1. This is done by
subtracting the minimum value in the feature column from
each value and then dividing the result by the difference
between the maximum and minimum values in the column.
Min-Max scaling preserves the original distribution of the data,
but scales the data to a common range.

Outliers are data points that lie far from the majority of
the data and may have a disproportionate impact on the
analysis. Outliers can be detected and removed using the Z-
score method. In this technique, the Z-score of each data point
is calculated by subtracting the mean of the feature from the
data point and dividing the result by the standard deviation
of the feature. Data points that have a Z-score greater than a
certain threshold are considered outliers and can be removed
from the dataset.

C. Analyzing The Impact of Exogenous Factors
1) Novel Feature Selection - Demographic Variables:

Feature selection is a very important aspect of any data
science workflow. A good feature selection strategy has the
potential to boost the model performance manifold, while a
bad feature selection approach can hamper the performance
of an otherwise fine-tuned model. To address this challenge, a
novel feature selection technique based on Explainable AI is
developed to rank the importance of each feature.

The novel feature selection technique is termed as “Iterative
SHAP”, which makes use of SHAP analysis for feature
selection. SHAP analysis is a popular technique used in the
Explainable AI domain, where it is used to measure the degree

of impact by each feature on the prediction of a particular ML
model. In this scenario, the SHAP analysis would be used for
feature selection as a wrapper-based technique wherein the
best subset of features are iterative selected through SHAP
scores for the maximum model performance. The workflow
of this technique is depicted in Fig. 2.

Fig. 2. Iterative SHAP Analysis For Feature Selection

The novel “Iterative SHAP” feature selection technique is
used to determine the relationship between ride usage and
a multitude of different demographic variables. These de-
mographic factors are meaningfully categorized into different
feature buckets such as economic status, ethnicity and employ-
ment sector to name a few. Within each feature bucket, there
are a number of attributes pertaining to the respective category.
Considering the subject-oriented nature of the attributes and
the feature buckets, this novel feature selection technique is
used to identify the most appropriate features among multiple
attribute buckets of the demographic variables. The integration
of the best features from the different buckets would be
used for further analysis. The results of this analysis provide
insights into the demographic characteristics influencing ride
usage.

The resultant R2-scores from this technique are compared
with the standard baseline feature selection techniques such as
Recursive Feature Elimination (RFE), correlation analysis, etc.
To maintain consistency in the experiment and avoid skewness
of results, the selected features from each technique would
be used to train multiple ML models for regression analysis
ranging from Linear Regression to XGBoost model.

2) Analysis of Public Transit Proximity: The study also
aimed to determine the impact of public transit proximity on
the ride usage. It is a known fact that ride-hailing services
and public transportation systems are contrasting modes of
transit. As a result, one can infer that areas closer to public
transit stations would have lesser density of ride pickups as
compared to areas farther away from the same stations.

To infer this empirically, the spatial distribution of the ride
pickups was analyzed in proximity to the respective nearest
bus stations in New York City. The spatial analysis involves
visualizing the distribution of the rides using concentric clus-
ters centered around public transit stations. The radii of each
of these concentric clusters are spaced out in intervals of the
Fibonacci sequence. The rationale for specifically opting for
the Fibonacci sequence as the radii intervals is due to the
fact that the Golden Ratio and the Fibonacci sequence appear
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in different areas, forms and patterns in the world. Further
analysis involves analyzing the distribution of the rides within
each of these concentric clusters in absolute magnitude and
normalized quantity to empirically deduce how the ride density
varies as the distance from the nearest public transit station
increases.

The results of this analysis show the relationship between
usage of ride-hailing services and the proximity to the nearest
public transit mode, which would help ride-hailing services
to optimize its resource allocation and operations in different
areas of a city.

3) Extreme Event Analysis : Impact By Weather And Public
Events: The study aims to identify the influence of exogenous
factors such as weather and public events on usage of ride-
hailing services. Intuitively, we would assume that the time
series distribution of the rides is a periodic distribution on
a weekly basis. The rationale behind this intuition is the fact
that ride share during weekdays are dominated by the working
population and during weekends, the ride share is dominated
by leisure seekers. This implies that the general ride pattern
is expected to be periodic on a weekly basis.

However on certain occasions like public events, there
would be a sudden spike in the ride demand. While on other
instances such as extreme weather conditions would not make
it conducive for the people to venture outdoors, which may
lead to a dip in the number of rides.

In order to address the challenge presented by such extreme
events on the time series data, this study proposes a hybrid
forecasting solution involving rare event analysis and a two-
step time series analysis. The rare event analysis would be used
to identify the days when the number of rides vary significantly
from the median value. Experimentally, this value has been
found to be a standard deviation of 0.5 from the median
number of rides. Using this analysis, the time series dataset of
the rides would be split into normal days and rare event days
for further experimentation. Based on the split of the rides
time series dataset, the time series datasets of weather and
public events would also be split correspondingly to maintain
consistency of input parameters.

After the precomputation based on extreme event analysis,
the two-step time series analysis is implemented to formulate
an integrated forecasting model that accounts for the normal
days and the anomalous days. The first step is used to
model the time series distribution for weather and public
events. The second step involves modelling the rides time
series distribution for the anomalous days. The time series
modeling involves combining the integrated time series model
of exogenous factors (from the first step) with the standalone
time series model of the rides. This solution is primarily used
to model the time series distribution of rides for the anomalous
days. The integrated time series model obtained in the second
step is then merged with the standalone time series model
of rides for the normal days. The resultant time series model
is used as a singular solution to forecast the ride demand of
ride-hailing services, irrespective of the days being normal or
anomalous.

D. Deriving Cumulative Insights And Inferences
The complete model architecture consists of three stan-

dalone components that analyze the impact of various con-
textual dependencies on the usage of ride-hailing services.
Hence, it is vital to tie together the various models and
derive cumulative insights and inferences from them. These
insights and inferences involves churning out the hidden
patterns from the results of the model analyses, which in
turn would provide a human-understandable justification for
why the model behaves in a certain way for any given set of
input parameters. In models with lesser number of features,
it is possible to come up such explanations based on simple
statistics. However this model would be trained on several,
unrelated feature sets. Explaining this model based on simple
statistics would be lossy and inefficient. Thus, it becomes
essential to present valid insights from the results that would
otherwise go unnoticed by statistical models.

After assessing the empirical results of the model per-
formance, it would be logical to make suitable inferences
pertaining to the impact of different contextual feature sets
on the ride demand. Comparison of results based on different
feature selection strategy would also help in assessing the
best feature selection strategy to be used in such scenarios.
Furthermore, a cumulative analysis of the impact by various
exogenous factors on the ride usage would aid in decision
making for the stakeholders, thereby improving profitability
for the ride-hailing services.

IV. RESULTS AND ANALYSIS

A. Feature Selection using Iterative SHAP
Feature selection involves the selection of the best subset

of features among all attributes in the dataset for the purpose
of training the model. This is one of the most vital operations
in the machine learning workflow and has a major impact on
the model performance.

The Iterative SHAP feature selection is a wrapper-based
technique wherein the best subset of features are iteratively
selected through SHAP analysis for the maximum model
accuracy score. In this experiment, the multiple regression
models are used to compute the R2-Score which would be
used for relative comparison of the results.

The dataset consists of 30 features spanning across 5 dif-
ferent demographic categories namely, Ethnicity, Employment
Status, Economic Status, Mode of Commute and Employment
Sector.

TABLE I
R2-SCORE VS. NUMBER OF FEATURES (MODEL : LINEAR REGRESSION)

Number of Features R2-Score
30 0.548
21 0.628
14 0.802
12 0.826
8 0.761
3 0.485

60



TABLE II
COMPARISON OF R2-SCORE BY DIFFERENT FEATURE SELECTION TECHNIQUES

Technique Type Lin. Reg. R. Forest G. Boost XGBoost
Iterative SHAP Wrapper-Based 0.826 0.894 0.876 0.908

FFS Wrapper-Based 0.795 0.871 0.798 0.873
Correlation Filter-Based 0.732 0.634 0.593 0.656

PCA Filter-Based 0.738 0.729 0.726 0.722
RFE Wrapper-Based 0.764 0.762 0.703 0.744

Chi-Square Filter-Based 0.474 0.489 0.374 0.538
Lasso Wrapper-Based 0.646 0.689 0.677 0.775

Info. Gain Filter-Based 0.587 0.543 0.692 0.667
BFS Wrapper-Based 0.751 0.774 0.726 0.728

Initially, the SHAP values are computed for the dataset
with all 30 features using the linear regression model. The
corresponding SHAP summary plot is generated and based on
the distribution of data points with respect to each feature,
we determine the impact of all the features towards driving
the model’s prediction. Upon a manual selection of a suitable
threshold, the number of features are brought down to 21 of
the most impactful features until this point.

This process is iteratively continued until the attainment of a
predefined terminating condition. In this case, the terminating
condition is less than 3 features for further computation. An
alternative possible terminating condition is the attainment of
a point of inflection which would imply a local or global
maximum of the R2-score.

Table 1 tabulates the variation of R2-Score of the regression
model with respect to the number of features used in the
model. We observe that R2-Score attains a global maximum
when the feature count is 12. Hence, we can conclude that
these 12 features are the most impactful amongst all features
and would lead to better model performance.

Table 2 tabulates the R2-Scores obtained from the se-
lected regression models, based on multiple feature selection
techniques including the proposed Iterative SHAP technique.
The result obtained by the Iterative SHAP feature selection
method is compared with the currently popular feature selec-
tion techniques. In comparison to these two standard existing
techniques, the proposed Iterative SHAP technique has the
highest R2-Score across all ML models. The reason for the
better performance is due to the inclusion of Explainable
AI in feature selection, which clearly defines the impact
of individual features on the model. Other wrapper-based
methods tend to use heuristic measures which do not attain
a global maxima. Filter-based method tend to no factor in the
inter-dependence of features and hence, they provide inferior
results.

B. Proximity to Public Transit Hubs

The goal of this analysis is to understand how the distri-
bution of the ride pickups varies with respect to the distance
from a public transit hub (bus stop).

Fig. 3 presents a line distribution of how the number of
ride pickups varies by the distance from all the bus stops in
absolute quantity. The individual line distributions of all bus

Fig. 3. Distribution of ride pickups from bus stops (Absolute)

stops are plotted with a translucent opacity. To summarize the
plot, the mean and median of the distribution are also plotted.
In Fig. 3, we observe that as the distance from the bus stop
increases, the number of rides tends to increase exponentially.
Furthermore, we observe the mean is much higher than the
median, signifying a skew towards bus stops with higher
density of pickups. From this plot, we can infer that people
do not use ride-hailing services closer to the public transit
hubs, probably because of the convenience offered by the close
proximity to public transportation. However, as the distance
from the bus stop increases, the people are likely to use ride-
hailing services for commuting due to the other option being
farther away.

Fig. 4 presents a line distribution of how the number of
ride pickups varies by the distance from all the bus stops,
in normalized quantity with respect to the distance. The
individual line distributions of all bus stops are plotted with
a translucent opacity. To summarize the plot, the mean and
median of the distribution are also plotted. In Fig. 4, we
observe the distribution of ride pickups with respect to the
proximity from the bus stop that has been normalized by the
distance from the said transit hub. In this plot, we observe that
after the 2 km mark, the normalized number of pickups tends
to reach a saturation point. The saturation value implies that
the distribution of the ride pickups is going to be similar for
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Fig. 4. Distribution of ride pickups from bus stops (Normalized)

even farther distances. From this plot, we infer that the public
transit hub has an influence on the user’s commute choice
within a radius of 2 km from the respective bus stop. Beyond
this region of influence, the ride choice of the people would
incline more towards ride-hailing services rather than public
transit options.

C. Time Series Forecasting with Extreme Event Analysis
The goal of this component is to forecast ride demand

for ride-hailing services, driven by external factors such as
weather conditions and public events. It had been discussed
that on certain occasions like public events, there would be a
sudden spike in the ride demand, and on other instances such
as extreme weather conditions would not make it conducive
for the people to venture outdoors, which may lead to a dip in
the number of rides. Fig. 5 presents a time series plot of the
number of rides on each Saturday for a total 26 weeks. The
mean and median of the distribution are also plotted.

Fig. 5. Weekly Distribution of rides for Saturday

The shaded regions in the figure represent the values within
standard deviations of 0.5, 1 and 2 from the median. The
darkest region represents 0.5 times the standard deviation and

the lighter regions represent 1 and 2, respectively. In Fig. 5, we
observe a predominantly constant distribution of rides for all
weeks. This is consistent with the assumption that the number
of rides are periodic on a weekly basis. However, on certain
weeks there is a surge from the usual pattern (weeks 36-39).
And on certain weeks, there is a dip in the ride demand (weeks
17, 21, 27). It can be safely assumed that the reason for this
surge and dip would be certain extreme events, like weather
and public events.

In order to identify these “anomalous” days, we consider
the data points that lie beyond 0.5 times the standard deviation
from the median as anomaly. And the points that lie within
the zone as normal days, that adhere to the periodic pattern.
The data points are then split between normal and anomalous
days, for separate processing.

Based on the weather-related data and public events data,
the time series forecasting model is generated which is driven
by these extreme events. These time series forecasting models
are implemented using standard ML algorithms, through a
70:30 train-test split of the data points. In order to perform
an appropriate comparison, the ML algorithms are used to
generate the forecasting on all the rides data using lag features
consisting of the past 3 weeks, without any input of the
exogenous variables. This comparison would be useful to
understand the importance of extreme event analysis in the
case of the ride demand forecasting. Table 3 tabulates the
results in terms of standard error values generated by the four
ML algorithms for the standard approach and our proposed
approach. The standard error conveys the fact that by how
much the generated forecasts deviate from the ground truth.

From the values tabulated in Table 3, we observe that the
proposed approach involving extreme event analysis is better
than the naive baseline approach for all the standard ML
algorithms used. This is due to the fact that the standard
approach does not consider the influence of extreme events
on the time series data. As a result, our proposed approach
performs better than the standard approach.

TABLE III
COMPARISON OF STD. ERROR

ML Algorithm Our Approach Standard Approach
Linear Regression 0.514 0.742

Random Forest 0.814 0.852
Gradient Boost 0.385 0.637

XGBoost 0.458 0.656

D. Cumulative Insights And Inferences

The first component examines how demographic factors
impact Uber ride usage. Economic status and employment
sector were found to have a greater influence on ride patterns,
while ethnicity had little impact. Riders’ transportation choices
varied based on economic status, with some opting for public
transit, ride-hailing services, or personal vehicles. Professional
sector also played a role, with regular workers preferring ride-
hailing services in order to beat the public transit rush during
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peak hours. From this perspective, ride-hailing services can
use demographic variables to optimally allocate vehicles to
certain neighborhoods at specific times.

The second component analyzes how proximity to public
transit stations influences users’ commute choices. From Fig.
3 and Fig. 4, we observe that as distance from the station
increases, the number of ride pickups also increases, suggest-
ing that the presence of the public transit station influences
the user’s choice for their mode of commute within a 2 km
radius. The reason is due to the fact that public transit is
considered more economical than ride-hailing services, and
users tend to make a tradeoff between time and money. If a
public transit mode is in close proximity to the users, they
are more likely to prefer the public transit mode given that
it is a more economical transportation mode than any ride-
hailing service. From this perspective, ride-hailing services can
allocate more vehicles to areas farther from public transit hubs
to improve resource allocation and profitability.

The third component is to factor in the impact of extreme
events such as weather and public events on the ride usage.
The initial assumption was that the time series distribution of
Uber rides is a periodic distribution on a weekly basis, due
to repeated weekday usage by the working population and
weekend usage by leisure seekers. Also, the sudden spike and
dip in the ride demand was speculated to be due to extreme
weather conditions and occurrences of public events. Based
on the results tabulated in Table 3, we can conclude that the
aforementioned extreme events influenced the ride demand as
assumed. From this perspective, the ride-hailing services can
anticipate ride demand, irrespective of the days being normal
or with extreme events. Without this analysis, the ride-hailing
services can potentially over-allocate on days when a dip in
demand is certain, leading to increased operational costs. And
on days when a surge is likely, ride-hailing services may fail
to allocate additional fleet, thus missing out on the increased
revenue streams. Thus, the extreme event analysis aids in
reducing costs, improving revenue and thereby, maximizing
the profitability for ride-hailing services.

V. CONCLUSION AND FUTURE WORK

The study aimed to understand the contextual dependencies
affecting usage of ride-hailing services, which will aid in
forecasting ride demand. The results of the study showed that
demographic factors such as economic status and employment
sector play a crucial role in determining usage patterns of ride-
hailing services. The proximity of public transit was also found
to have a significant influence on the rider’s choice, between
ride-hailing services and public transit modes. Extreme events
such as weather conditions and events also had a noticeable
impact on ride demand, which boosted the performance of the
ride demand forecasting model.

Future work could include incorporating more data sources,
such as traffic patterns and road conditions, to improve the
accuracy of the demand forecast. Another area of future work
could be to study the impact of government policies and

regulations on Uber usage. This would provide valuable in-
sights into how government policies could be used to promote
sustainable transportation solutions and reduce the negative
impact of ride-sharing services on the environment.

Overall, this study highlights the importance of considering
multitude of contextual dependencies and exogenous variables
when analyzing the demand for ride-hailing services. The
findings of this study can be used to inform future policies
and strategies aimed at promoting sustainable transportation
solutions.
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Developing, understanding and verifying the behaviour of cognitive models is
a non-trivial task. A good cognitive model will provide some explanation of
how a human performs in a particular experimental setting, and even pro-
vide predictions for new settings. In many cases, cognitive models are based
around computer programs which need to be designed and written for the
given experiment and behaviour: ideally, models will be developed to cover a
wide range of possible explanations, but often time constraints or natural bias
(oversights) lead to models written by human programmers being constrained
to particular groups of solutions. This paper will describe, discuss and illus-
trate a proposed system for helping to automate the construction of programs
to form high quality cognitive models.

Our proposed system is based on Genetic Programming [4], a technique
which searches a large space of programs for candidate solutions to a given
fitness criterion. We have applied our methodology to various tasks, including
variants of the Delayed Match To Sample task (DMTS) and a Decision Making
task – in this paper, we discuss only the DMTS task. Unique aspects of our
system include a phased-evolution system, which aids in finding models with
both behaviour and time fitness requirements, and extensive post-processing
steps, which reduce the large number of models output by the system to a
smaller, more understandable subset, with graphical and text representations.
Our approach [2, 5, 6] using GP appears unique in developing cognitive models
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which focus on symbolic, information-processing [8] explanations of human
cognition. This contrasts with many current approaches in artificial intelligence
which rely on connectionist (statistical) explanations based on large datasets:
a recent study in this area is that of [7].

As an example of program synthesis, our system can be conveniently
divided into three parts [3]: the task definition (user intent), to express what
makes a good program; a search space of candidate programs; and a search
technique, to explore the given search space for good programs.

The task studied in this paper is the DMTS task [1], a typical neuro-
scientific experiment, popular for studies of short-term memory, which tests the
accuracy and reaction time for subjects to recognise images. In this experiment
a picture is presented for 1 second in the center of the screen. Then, after a
delay of 0.5 seconds, two pictures are presented for 2 seconds, one on the left
and the other on the right of the screen. The participant has to select which
of those two pictures is the same as the first picture.

Although this task is an example of “programming-by-example”, where the
model must reproduce the example input-output behaviour, the overall quality
of the model is not judged on the number of correct input-output pairs. As
reported in [1], across the complete set of presentations, human subjects only
score 95.7% accuracy, with an average response time of 767ms: the model’s
accuracy and simulated response times are judged against these values. Such
time-dependent models require special attention during the evolution process
and, in particular, we have created a novel phased-evolution system which
gradually introduces elements of the fitness function over time.

Each individual model is defined by a control program to be interpreted
within a simple cognitive architecture: the space of possible control programs
is the search space for our system. This architecture has some task-specific
input/output components: a set of inputs and a response. It also has some
task-independent components: a fixed-size short-term memory (STM), and a
working memory. Finally, each model has a clock, to record its current in-task
time. The model’s control program is composed from a set of operators defin-
ing a simple imperative programming language. The model’s current working
value, STM and clock values can all be manipulated, inputs read and a response
prepared: the current response is “made” when the program ends.

The GP search technique is used to generate multiple candidate models:
each run generates many ‘good’ models (based on a fitness value threshold).
A unique aspect of our approach is the amount of post-processing performed
on the candidate models, which are otherwise too numerous to analyse and
understand. For example (see [6] for details), a typical output of six runs of
the GP system produced 1164 distinct models with a good fitness value. By
removing bloat, these were reduced to 248 distinct models. We then rewrote
semantically equivalent programs to further reduce the number to 11 distinct
models. Application of a clustering algorithm divides this space of models into
two basic groups – studying individual members of those groups enables a
scientist to develop an explanation of behaviour in this domain.
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Switchable Lightweight Anti-Symmetric Processing 
(SLAP) with CNN Outspeeds Data Augmentation 

by Smaller Sample – Application in Gomoku 
Reinforcement Learning 

  
 

 
 

 

 
 

 
 

Abstract—To replace data augmentation, this paper 
proposed a method called SLAP to intensify experience to speed 
up machine learning and reduce the sample size. SLAP is a 
model-independent protocol/function to produce the same 
output given different transformation variants. SLAP improved 
the convergence speed of convolutional neural network learning 
by 83% in the experiments with Gomoku game states, with only 
one eighth of the sample size compared with data augmentation. 
In reinforcement learning for Gomoku, using AlphaGo 
Zero/AlphaZero algorithm with data augmentation as baseline, 
SLAP reduced the number of training samples by a factor of 8 
and achieved similar winning rate against the same evaluator, 
but it was not yet evident that it could speed up reinforcement 
learning. The benefits should at least apply to domains that are 
invariant to symmetry or certain transformations. As future 
work, SLAP may aid more explainable learning and transfer 
learning for domains that are not invariant to symmetry, as a 
small step towards artificial general intelligence. 

Keywords—data augmentation, convolutional neural network, 
symmetry invariant, group transformation, data preprocessing, 
SLAP, reinforcement learning 

I. INTRODUCTION 

A. Problem 
Convolutional neural network (CNN) is now the 

mainstream family of models for computer vision, thanks to 
its weight sharing mechanism to efficiently share learning 
across the same plane by so-called kernels, achieving local 
translational invariance.  But CNN is not reflection and 
rotation invariant. Typically, it can be addressed by data 
augmentation to inputs by reflection and rotation if necessary, 
but the sample size would increase substantially. [1] criticised 
CNN that it could not learn spatial relationships such as 
orientation, position and hierarchy and advocated their novel 
capsule to replace CNN. [2] improved capsule using routing 
by agreement mechanism and outperformed CNN at 
recognising overlapping images, but they also admitted that 
it tended to account for everything in the structure. This 
implies capsule is too heavy in computation. Inspired by the 
idea of capturing orientation information in capsule network 
[2],  this paper proposed a novel method called Switchable 
Lightweight Anti-symmetric Process (SLAP), a protocol to 
produce the same output given different transformation 
variants, with the main research question: can symmetry 
variants be exploited directly by SLAP to improve and 
combine with CNN for machine learning?  

Very often, we know in advance if a certain machine 
learning task is invariant to certain types of transformation, 
such as rotation and reflection. E.g. in Gomoku, the state is 
rotation (perpendicularly) and reflection (horizontally and 
vertically) invariant in terms of winning probability, and 
“partially” translation invariant. Symmetry is often exploited 
by data augmentation for deep learning. But this greatly 
increases the dataset size if all symmetry variants are 
included – e.g. there are 8 such variants for each Gomoku 
state. SLAP was invented in this paper to avoid such 
expansion (see I.B).  

   On the other hand, reinforcement learning is notorious 
for lengthy training time and large sample size required. Data 
augmentation may help improve performance in 
reinforcement learning, but it would increase the sample size. 
This research tried to kill two birds by one stone, SLAP, by 
applying with CNN in reinforcement learning (of Gomoku), 
challenging the widely used practice of data augmentation, 
aiming at reducing the sample size and improving the 
learning speed. 

B. Switchable Lightweight Anti-symmetric Process (SLAP) 
SLAP is a model-independent protocol and function to 

always produce or choose the same variant regardless of 
which transformation variant (by specified symmetry) is 
given, and if required also output the corresponding 
transformation. It can be used upon any function or model to 
produce outputs that are invariant regarding specified 
symmetric properties of the inputs. If some types of the 
outputs are not invariant but follow the same transformation, 
the corresponding transformation information from SLAP 
may be used to transform these outputs back.  It can be 
viewed as standardization of symmetry, as opposed to 
standardization of scale. After processing, symmetric 
variants are filtered out – that’s why it is named ‘anti-
symmetric process’.  Ironically, with this anti-symmetric 
process, the function or model (e.g. CNN) to be fed would 
look as if it is symmetric with regard to whichever the 
symmetry variant is the input, and the same output is 
produced. It is a novel method to exploit symmetry variants 
in machine learning without increasing the number of training 
samples by data augmentation. The motivation is to 
concentrate experience to speed up learning, without 
enlarging the sample size by data augmentation. See details 
in III.A. 
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C. Gomoku 
Gomoku, or Five in a Row, is a 2-player board game, 

traditionally played with Go pieces (black and white stones) 
on a Go board (19x19), nowadays on 15x15 board. For 
experiments in this research, mini board 8x8 was used 
instead to save computation, and the rule of freestyle 
version was adopted: 

• Black (first) and white place stones of his colour 
alternately at an unoccupied intersection point. 

• Winner: first one to connect 5 stones of his colour 
in a straight line (horizonal, vertical or diagonal). 

• Draw happens if the board is full without a winner. 

Gomoku was chosen to demonstrate the benefit of SLAP 
because: 

• Gomoku has huge number of state representations 
(3225~= 2x10107), justifying the use of neural network.  

• Gomoku is rotation and reflection invariant, but only 
“partially” translation invariant, so ideal to test 
different transformations.  

• Gomoku is Markov Decision Process, meeting a 
basic assumption of reinforcement learning.  

• [3] and [4] showed a general effective reinforcement 
learning algorithm for board games and Gomoku is 
simple to implement. 

II. BACKGROUND 

A. CNN 
CNN (convolutional neural network) has been widely 

used for computer vision, but it is known that CNN is weak 
to deal with changes by rotation or orientation unless with 
much larger sample size by data augmentation. To address 
this problem, [1] proposed that neural network should make 
use of their then novel capsule, learning to recognize an 
implicitly defined visual entity and output probability of its 
existence and instantiation parameters such as pose; they 
showed that a transforming auto-encoder could be learnt to 
force the output (which is a vector instead of scalar) of a 
capsule to represent an image property that one might want 
to manipulate. [2] showed that a discriminatively trained, 
multi-layer capsule system achieves state-of-the-art 
performance on MNIST and was considerably better than 
CNN at recognizing highly overlapping digits, using the so-
called routing by agreement mechanism, and yet [2] admitted 
that one drawback was the tendency of capsule to account for 
everything in an image. It implies that the capsule might be 
too “heavy” for computation and so a lightweight method is 
required. On lightweight capsule, DSC-CapsNet was 
proposed as lightweight capsule network, which focused on 
computing efficiency and reducing number of parameters [5]; 
[6] proposed dense capsule network with fewer parameters – 
neither had structure similar to SLAP. The capsule network 
with routing by agreement algorithm was proved by [7] not 
to be a universal approximator, i.e. not fit to all kinds of 
problems. As such, this research did not attempt to replace 
CNN by capsule, but simply created SLAP to combine with 
CNN. Instead of forcing the output to represent certain 
transformation information (e.g. orientation angle), SLAP 
forces the input of different variants (e.g. different rotation 
angle) to give the same output variant (and output the 

transformation information e.g. angle, if needed). 
Nevertheless, the invention of SLAP was inspired by [1] & 
[2] trying to address the weakness of CNN. On symmetric 
CNN, [8] proposed to impose symmetry in neural network 
parameters by repeating some parameters and achieved 25% 
reduction in number of parameters with only 0.2% loss in 
accuracy using ResNet-101, a type of CNN; but unlike SLAP, 
symmetry was not imposed in the inputs. 

B. Groupoid in Gomoku 
There are different Gomoku states of the same groupoid 

(see Fig. 1), which means having local symmetry but not 
necessarily global symmetry of the whole structure [9]. 
Groupoid is more challenging than symmetry or group, as 
some groupoids may not have the same status, e.g. see Fig. 1. 
But the potential for learning is huge as there are many more 
variants, e.g. 156 variants just by translation in Fig. 1.  

 
Fig. 1. Gomoku groupoid. Black can stop white win in C, but not in A or B. 

C. AlphaGo Zero / AlphaZero 
For reinforcement learning of Gomoku in this research, 

the baseline algorithm was chosen to follow that of AlphaGo 
Zero [3] and Alpha Zero [4] because domain knowledge was 
not required. The algorithm was concisely summarized by 
[10] as follows: 

1) Neural Network 
The neural network feature extractor is a type of CNN. 

It takes state st as input and yields value of state 𝑣𝜃(𝑠𝑡) ∈
[−1, 1]  and policy 𝑝𝜃⃗⃗⃗⃗ (st) as probability vector over all 
possible actions.  It has the following loss function (excl. 
regularization terms): 

      loss = ∑ (𝑣𝜃(𝑠𝑡) −𝑡 𝑧𝑡)2 – 𝜋⃗ t . log(𝑝𝜃⃗⃗⃗⃗ (st))               (1) 

where 𝑧𝑡, 𝜋⃗ t are final outcome {-1,0,1}  and estimate (to be 
discussed below) of policy from state st respectively, with 1, 
0, -1 representing win, draw, lose respectively for current 
player.  

2) Monte Carlo Tree Search (MCTS) as policy 
improvement operator 

At each node, action is chosen by maximizing U(s, a), 
the upper confidence bound of Q-value Q(s, a):   

     U(s, a) = Q(s, a) + C * P(s, a) * √∑ 𝑁(𝑠,𝑏)𝑏
1+𝑁(𝑠,𝑎)

              (2) 

where N(s, a) is no. of times taking action a from state s in 
MCTS simulation, P(s, .) is 𝑝𝜃⃗⃗⃗⃗ (s), and the policy estimate 
of probability is improved by using (3): 

                         𝜋⃗ t = N(s, .) / ∑𝑁(𝑠, 𝑏)                             (3) 

When a new node (not visited before from parent node) 
is reached, instead of rollout, the value of new node is 
obtained from neural network and propagated up the search 
path. Unless the new node is terminal, the new node is 
expanded to have child nodes. 
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3) Self-play training as policy evaluation operator 
In each turn, a fixed number of MCTS simulations are 

conducted from the state st, and action is selected by 
sampling from the policy estimate of probabilities improved 
by MCTS, thus generating training sample data. At the end 
of an iteration, the neural network is updated by learning 
from the training sample data. 

The evaluation metric would be based on winning and 
drawing percentages of the AI against an independent 
evaluation agent. There are differences among AlphaGo Zero 
[3] and Alpha Zero [4], see Table I: 

TABLE I.  DIFFERENCES BETWEEN ALPHAGO ZERO AND ALPHAZERO 

 AlphaGo Zero AlphaZero 
Pitting 
models 

Yes, model with new weights plays 
against previous one; new weights 
are adopted only if it wins 55% or 
above 

No, always use new 
weights after each 
iteration of neural 
network learning 

Symmetry Data augmentation by rotation and 
reflection to increase sample size by 
8 times for training; transform to 
one of 8 variants randomly in self-
play for inference 

Not exploited, as it is 
intended for 
generalization 

Action in 
self-play 

Sampled proportional to visit count 
in MCTS in first 30 moves, then 
selected greedily by max visit count 
(asymptotically with highest 
winning chance) in MCTS 

Sampled 
proportional to visit 
count in MCTS 

Outcome 
prediction 

Assume binary win/loss, estimate & 
optimise winning probability 

Also consider draw 
or other outcomes, 
estimate & optimise 
expected outcome 

D. Other Related Works, Symmetry and AGI 
[11] incorporated symmetry into neural network by 

creating symmetry (of specific type) invariant features, but 
no implementation or idea similar to SLAP was used. Studies 
have shown rotation-based augmentation performed better 
than many other augmentation techniques [12]. The type of 
data augmentation used as baseline in this research was 
rotation and reflection based (also the type used by AlphaGo 
Zero[3]). The novelty lies in the fact that SLAP is opposite to 
the practice of data augmentation – decreasing the variety of 
variants in the data instead for machine learning, though also 
exploiting symmetry.  

Symmetry is one of the natures of the real world. Animals 
can detect the same object or the same prey being moved 
(translated), or even rotated after being slapped (the novel 
method was deliberately abbreviated as SLAP). Recognising 
symmetry can also speed up learning patterns, a typical trick 
used for playing some board games. To facilitate research 
exploiting symmetry in machine learning, [13] connected 
symmetry transformations to vector representations by the 
formalism of group and representation theory to arrive at the 
first formal definition of disentangled representations, 
expected to benefit learning from separating out 
(disentangling) the underlying structure of the world into 
disjoint parts of its representation. Upon this work, [14] 
showed by theory and experiments that Symmetry-Based 
Disentangled Representation Learning (SBDRL) could not 
only be based on static observations: agents should interact 
with the environment to discover its symmetries. They 
emphasized that the representation should use transitions 
rather than still observations for SBDRL. This was taken into 
account for designing the Gomoku representation for 
reinforcement learning in this research. 

One may expect that an artificial general intelligence 
(AGI) system, if invented, should be able to learn unknown 
symmetry. Researchers have worked on this, for example 
[15] proposed learning unknown symmetries by different 
principles of family of methods. But it is equally important to 
learn by exploiting symmetry more effectively. For example, 
if an AGI system can interpret the rules of Gomoku and 
realize from the rules that Gomoku is reflection and rotation 
invariant, it should directly exploit such symmetry instead of 
assuming symmetry is unknown. Ideally, such exploitation 
should be switched on easily if one wishes, and hence the 
term ‘switchable’ in SLAP, which can be used upon any 
function or model. If transfer learning in CNN is analogous 
to reusing a chair by cutting the legs and installing new legs 
to fit another, such ‘switchable learning’ in SLAP is 
analogous to turning the switch of an adjustable chair to fit 
certain symmetries. Such kind of ‘switch’ in design can also 
help AI be more explainable and transparent, and more easily 
reused or transferred, while an AGI system should be able to 
link and switch to different sub-systems easily to solve a 
problem. SLAP can also reduce memory required. For 
example, AlphaGo Zero used a transposition table [3], a 
cache of previously seen positions and associated 
evaluations. Had SLAP been used instead of data 
augmentation, such memory size could be reduced by a factor 
of 8, or alternatively 8 times more positions or states could be 
stored. Indeed memory plays an important role in 
reinforcement learning as well by episodic memory, an 
explicit record of past events to be taken as reference for 
making decisions, improving both sample efficiency and 
speed in reinforcement learning as experience can be used 
immediately for making decisions [16]. It is likely that an 
AGI system would, just like human, use memory to solve 
some problems rather than always resort to learning from 
scratch. And in the real world, a continuous space, there can 
be much more than 8 equivalent variants. Recently, [17] 
suggested that symmetry should be an important general 
framework that determines the structure of universe, 
constrains the nature of natural tasks and consequently shape 
both biological and artificial general intelligence; they argued 
that symmetry transformations should be a fundamental 
principle in search for a good representation in learning. 
Perhaps SLAP may contribute a tiny step towards AGI, by 
shaping input representations directly by symmetry 
transformation. Note that SLAP can be used upon any 
function or model, and even if some (types) of the outputs are 
not invariant but follow the same transformation, these may 
be broken down and use the transformation information 
output from SLAP to make appropriate transformation back 
later for these parts only. A little kid often mistakes b for d at 
the beginning of learning alphabets, and it appears that human 
learning types of objects by vision might naturally assume 
symmetry first and then learn non-symmetry later. If a 
machine learning problem is to be split into stages or parts by 
specified symmetry as a guide, SLAP might help by wrapping 
certain parts of a function or neural network model.   

III. METHODS 

A. SLAP 
SLAP forces the input of different variants (e.g. different 

rotation angle) to give the same output variant (and output the 
transformation information e.g. angle, though not necessarily 
used). There can be multiple ways to achieve this. For 
rotation and reflection variants of Gomoku states, one way to 
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implement this is simply flattening the pixels of 8 variants to 
8 lists, compare the lists and always choose the largest. Below 
(Fig. 2) was the algorithm used for SLAP in dealing with 
rotation and reflection variants of Gomoku states, but the 
concept may be applied to other symmetries as well.  

Algorithm SLAP 

1: Generate symmetry variants of input, store required transformation 
2: Convert each variant to a list 
3: Compare each list and find the ‘largest’ list 
4: return the ‘largest’ variant & required transformation of the variant 
 Fig. 2. SLAP algorithm. Positive large data cluster towards top left. 

If the image/state has multiple input channels or planes in 
one sample, the first channel/plane is compared first by list 
comparison.  

SLAP was implemented by numpy instead of torch tensor 
for faster speed, because numpy uses view for rotation and 
reflection. The output variant replaced the input state when 
SLAP was applied in training. During inference time, output 
action probabilities from neural network would be 
transformed back using the transformation information 
(rotation & reflection) from SLAP. 

1) Invariance 
Denote s, t = slap(xi), where slap is SLAP function in 

pythonic style, s is the symmetry (of certain group G, with n 
symmetry variants for each state) variant and t is 
corresponding transformation information. Given property of 
slap,  for all i∈N<=n,  

         s, t = slap(x1) = slap(x2) = … = slap(xn)                 (4) 

Denote s = slap(xi)[0],  t = slap(xi)[1],  the pythonic 
expression to capture first and second return variables of a 
function respectively. Denote h(slap(xi)[0]) as hslap(xi) for any 
function h. Given an arbitrary function y = f(x), 

y = fslap(xi) 

By definition,            ⇒  y = f(slap(xi)[0]) 

Using (4),                 ⇒   y = f(s) for all i                             (5) 

∴ y = fslap(xi) is invariant with respect to i (i.e. symmetry 
of group G). 

When f is the neural network, the composite function 
resulting from the neural network, fslap, is invariant to 
symmetry (of group G). 

2) Differentiability 
SLAP was not applied to intermediate layers of neural 

networks for Gomoku, so its differentiability was not 
required in this research. Approximation would be required 
to make it differentiable. 

3) Groupoid and SLAP-CC 
As Gomoku is only ‘partially’ invariant to translation, it 

is also interesting to experiment with translation variants, 
which are considered to be groupoid instead of group as they 
are symmetric locally but not necessarily symmetric globally. 
There can be many more translation variants than rotation and 
reflection variants, see II.B.  To save computation, another 
algorithm (crop and centre) was used to ‘standardize’ 
translation variants. It was denoted as SLAP-CC in the below 
to emphasize that it shared the same general idea as SLAP, 
but just different way for implementation. Denoted as cc in 
the code. 

The algorithm of SLAP-CC, shown in Fig. 3, would 
concentrate experience around the centre, as input variant 
was centred to become output variant. If it could not be 
exactly centred, the algorithm would make it slightly lean to 
top left. 

Algorithm SLAP-CC 

1: Find non-empty min & max indices by row & column in input image 
2: r_shift = (no. of rows –1 –min row index –max row index)//2 
3: c_shift=(no. of columns –1 –min column index –max column index)//2 
4: return numpy.roll(image, (r_shift, c_shift), axis=(-2, -1)) 
 Fig. 3. SLAP-CC algorithm. Non-zero data cluster towards centre. 

Note that since Gomoku is not completely invariant to 
translation, SLAP-CC was used to add information as 
additional planes instead, as opposed to replacing the input 
state when SLAP was applied. 2 planes representing stones 
of different colours (current and opponent players 
respectively) centred together by SLAP-CC, followed by 2 
planes representing original indices of vertical and horizontal 
positions respectively (scaled linearly to [1, -1]) were added 
along with original 4 planes in Gomoku state representation 
(see III.B). The scaled position indices for whole plane were 
to give neural network a sense of original positioning. 

B. Representation of Gomoku 
In this research, the representation of Gomoku followed 

the style of AlphaGo Zero / AlphaZero, with simplification 
and taking [14] into account for representation design.  

For each Gomoku state, there were 4 planes representing 
current player stones, opponent stones, last action and current 
colour respectively by one-hot-encoding. See Fig. 4 for a 
typical Gomoku state in this research, which used simplified 
board size 8x8 instead. 

 
Fig. 4. Gomoku state representation example at time t = 4. 

For labels, probabilities of a move over all positions were 
represented by 8x8 flattened vector. Final outcome (value) of 
current player was represented by 1, 0, -1 respectively for win, 
draw, lose. 

C. SLAP in Gomoku Reinforcement Learning 
SLAP was used to pre-process states for network training 

and inference. Transformation information from SLAP was 
only used in network inference to convert probabilities (not 
estimated outcome) back to corresponding game board 
positions for MCTS to improve probabilities of actions, 
which were used as sampling probabilities to make a move in 
self-play (but greedy in evaluation). See Fig. 5. 

 

Fig. 5. SLAP used in Gomoku reinforcement learning. 
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For SLAP-CC, it was applied at the same place as SLAP 
in the above flow chart, but data augmentation was kept 
instead of being replaced and no transformation information 
was used to transform probabilities output of the network. See 
methods in III.A.3.  

D. Testing Benefits for Neural Network Learning 
To decouple from reinforcement learning dynamics, 

synthetic states of Gomoku were created for testing neural 
network learning with SLAP vs with typical data 
augmentation (by rotation and reflection), the latter of 
which had 8 times the number of training samples. Self-play 
was not involved in this testing. 

Synthetic states were generated by first creating states 
each with only 5 stones connected in a straight line (i.e. win 
status) for all combinations for current black player, then 
removing one stone (to be repeated with another stone 5 
times to create 5 different states) and randomly adding 4 
opponent stones to become one about-to-win state. Together 
these were one set of 480 about-to-win states. Different sets 
could be created since white stones were merely random. 
Each set was mixed with 1000 purely random states, also 
with 4 stones for each player. 8 mixed sets were created, i.e. 
11,840 states. 15%, i.e. 1,776 were reserved for validation 
test. 

Labels were assigned as follows: if there were one or 
more choices to win immediately (include some purely 
random states, though the chance would be very remote), 
the value of state would be labelled as 1 and the wining 
position(s) would be labelled with probability of move = 
1/no. of winning positions, while others were labelled 0; 
otherwise the value of state would be labelled as 0 and the 
probability of move for each available position would be 
random by uniform distribution, normalizing and summing 
to 1.  

Neural networks (see Appendix) with SLAP vs with data 
augmentation would learn from training samples of states 
and labels to predict labels of validation data given the input 
states. Validation loss and its speed of convergence would 
be the key metrics.  

First, at preliminary stage, for each set of 
hyperparameters the neural network ran 1000 iterations 
each with batch size 512 sampled from training samples of 
size 10,064 and 80,512 respectively for neural networks 
with SLAP and neural networks with data augmentation. 
Sampled with replacement, same as during reinforcement 
learning. There were 2400 combinations of 
hyperparameters by grid search, shown in Table II:  

TABLE II.  HYPERPARAMETERS TESTED AT PRELIMINARY STAGE OF 
CNN LEARNING 

Hyperparameter Tested values Remarks 
use_slap True, False False: data augmentation 

instead of SLAP 
extra_act_fc True, False True: add extra layer (size 64) 

to action policy 
L2 10-3, 10-4, 10-5 weight decay of optimizer 
Num_ResBlock 0, 5, 10, 20 no. of residual blocks 
SGD True, False False: Adam optimizer 
lr 10-1, 10-2, 10-3, 10-4, 10-5 (learning rate) 
dropout 0, 0.1, 0.2, 0.3, 0.4 

 

If Num_ResBlock > 0, the residual blocks replaced the 
common CNN layers and added a convolutional layer of 256 
filters (3x3 kernel, stride 1,  padding 1, no bias, ReLU 
activation) as the first layer. No autoclip [18] in optimizer, 
unlike reinforcement learning. 

At stage 2, selected models from previous stage would 
run for 10,000 iterations instead of 1,000 iterations, with 
losses recorded every 10 iterations. 

E. Testing Benefits for Reinforcement Learning 
The baseline algorithm of Gomoku reinforcement 

learning followed AlphaGo Zero/AlphaZero (see II.C). 
Among their differences, the baseline algorithm in this 
research followed the better version, and thus followed 
AlphaZero except on symmetry exploitation. Like AlphaGo 
Zero, the baseline exploited symmetry by data augmentation 
to increase no. of training samples by 8 times, but random 
transformation was not done in self-play. Autoclip to 
gradients [18] was added in the optimizer for stable learning. 

Reinforcement learning required much more computation 
than neural network learning, so to save computation, the 
same neural network will be used and the testing of 
hyperparameters would be based on best models in neural 
network learning by synthetic Gomoku states, with some 
deviations to be tested by grid search.  

Stage 1: each of 240 models were trained by self-play of 
250 games. Data buffer size: 1,250 and 10,000 for SLAP and 
non-SLAP models respectively, both roughly equivalent to 
storing latest 60 games.  

Stage 2: selected models were trained by self-play of 5000 
games. With more games arranged for training, larger data 
buffer size could be used. So, data buffer size was increased 
to 5000 and 4000 respectively for SLAP and non-SLAP 
models, roughly equivalent to storing latest 250 games. To 
align with stage 1 testing initially, the initial data buffer size 
was kept same as stage 1 for first 1000 games. This also got 
rid of initial poor-quality game state data quickly. Learning 
rate multiplier was used to adaptively decrease learning rate 
by half if validation loss increased beyond 3-sigma limit, 
measured every 100 games.  

Evaluation: Independent agent(s), also called evaluation 
agent or evaluator, was built by pure Monte Carlo Tree 
Search (MCTS) with random policy to play against the 
trained AI. The strength of a pure MCTS agent depends on 
no. of playouts (aka. simulations) in each move. To 
facilitate observation of growing strength, multi-tier 
evaluation was built by playing 10 games against each of 3 
pure MCTS agents (30 games total), each with 1000, 3000, 
5000 playouts respectively. Overall winning rate (tie 
counted as half win) against them would be the key metrics 
for reinforcement learning. It was often either a win or loss, 
and seldom a tie. Assuming that a tie could be neglected, 
especially after counting tie as half win, it simplified as 
Bernoulli distribution with standard deviation approximated 
by √p(1 − p)/30  to calculate confidence interval, where 30 
is the number of trials in each evaluation. 

F. Code Implementation 
The part regarding AlphaZero was upgraded from [19]. 

Details of implementation and code repository: 
https://github.com/chihangs 
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IV. RESULTS 

A. Impact on Neural Network Learning 
1) SLAP vs baseline (data augmentation) 
The best few SLAP and baseline models converged to 

loss around 2.81 (difference < 0.01), all without residual 
blocks. 3 SLAP models (denoted as s0_...) and 3 baseline 
models (denoted as n0_...) were selected and their losses 
were plotted in Fig. 6, where each model had Adam 
optimizer, same learning rate 0.001, no dropout, no residual 
blocks, but different values of L2 (10-3, 10-4, 10-5). 

 
Fig. 6. Validation losses of SLAP and baseline models. 

Above 6 models were repeated 3 more times to calculate 
average time (by no. of iterations) for convergence. SLAP 
speeded up the convergence by 95.1% and 71.2% measured 
by validation loss reaching 3.0 and 2.9 respectively, 83.2% in 
average. 

2) Testing sample size 
Holding validation dataset unchanged, the training data 

sample size was reduced by holding out some samples to 
match required size, using models with L2=10-4 from Fig. 6. 
SLAP models converged when sample size was 5032 or 
above, but they were more vulnerable to decreasing no. of 
training samples and failed to converge when the sample size 
decreased to 2516 or below, while their baseline counterpart 
models (8 times the sample size) still converged. 

3) SLAP-CC vs baseline (data augmentation) 
SLAP-CC (see III.A.3) was added to the 3 best baseline 

models from Fig. 6. Validation losses of SLAP-CC 
converged to around 2.8 for all 3 values of L2, like its 
baseline counterparts. Experiments were repeated 3 more 
times to calculate average time (by no. of iterations) to 
converge.  The time for validation loss to reach 3.0 and 2.9 
both worsened by 30.7% in average for SLAP-CC. 

B. Impact on Neural Network Learning 
1) SLAP vs baseline (data augmentation) 
The best SLAP model had highest winning rate 86.7%, 

equivalent to winning 26 games out of 30. 95% confidence 
interval was 86.7% +/- 12.2%, i.e. (74.5%, 98.9%). The best 
baseline model had highest winning rate 93.3%, equivalent to 
winning 28 games out of 30, with 95% confidence interval 
93.3% +/- 8.9%, i.e. (84.4%, 100%). 

   The best SLAP and baseline models had similar 
winning rates, by confidence intervals. If winning rate of two 
thirds (66.6%) is used as benchmark for this three-tier 
evaluation, both took 1000 games to achieve or surpass this. 
However, non-SLAP took 1250 games only to first achieve 
winning rate of 86.6%, while SLAP took 3000 games. 

SLAP spent 0.761 second per move in self-play, 10.8% 
more time than baseline (only 5% more in a separate speed-
optimizing version). SLAP tended to decrease learning rate 
multiplier more frequently, implying more frequent 
significant increase of validation loss.  

2) Testing buffer size 
Best models of SLAP and non-SLAP were repeated but 

with smaller data buffer size of only 1,250 and 10,000 
respectively throughout whole reinforcement learning. 
Similar to stage 2, above models were trained by 5000 games. 
With fewer data in buffer, the highest winning rate achieved 
for SLAP model was only 73.3%, below the corresponding 
confidence interval. The highest winning rate achieved for 
non-SLAP model was only 83.3%, below the corresponding 
confidence interval. So, it harmed reinforcement learning 
when data buffer was too small, and it was good decision to 
use larger data buffer at stage 2.  

3) SLAP-CC vs baseline (data augmentation) 
SLAP-CC was tested by same configurations as best 

baseline model from IV.B.1 but adding information from 
SLAP-CC and scaled position indices as extra input feature 
planes. The new model also ran for 5000 games. See methods 
in III.A.3 and III.C. Learning rate multiplier did not change 
throughout training. The best winning rate achieved for 
SLAP-CC model was 96.7%, slightly higher than the 
baseline, but within the confidence interval.  

V. DISCUSSION 
Despite the widely use of data augmentation to increase 

the variety of transformation variants in samples to improve 
machine learning, we proved that using SLAP to decrease the 
variety could achieve the same performance of typical data 
augmentation with sample size reduced by 87.5% and faster 
by 83.2% in CNN network learning, and statistically the same 
performance for reinforcement learning with sample size 
reduced by 87.5%. The success could be explained by 
concentrating learning experience to certain regions when 
different variants were transformed by SLAP, implicitly 
sharing weights among variants. The proof of invariance (see 
III.A.1) after applying SLAP did not require the network to 
be CNN and it could be an arbitrary function, so the 
applicability of SLAP should not be restricted to CNN. While 
SLAP exploited only reflection and rotation symmetries in 
learning Gomoku, the general concept of SLAP and the proof 
of invariance could apply to other symmetries. As no domain 
specific features or knowledges (except symmetry) were used 
in SLAP, the benefits shown in the experiments should apply 
generally for domains that are symmetry invariant. 

Shortcomings: in Gomoku reinforcement learning, SLAP 
tended to decrease learning rate multiplier more frequently, 
implying more frequent significant increase of validation 
loss. This instability could be caused by faster neural network 
learning. Note that AlphaGo Zero only dropped learning rate 
twice over 1,000,000 training steps in their planned schedule 
[3]. It might imply that SLAP would need quite different 
hyperparameters in reinforcement learning (as opposed to 
sharing the same hyperparameters of baseline models in the 
neural network learning experiment), and more or better 
searches of hyperparameters for reinforcement learning 
would be required, though it was constrained by computation 
resources. Another plausible explanation for not speeding up 
reinforcement learning was the insignificant portion (~1%-
2%) of neural network learning in the whole reinforcement 
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training, implying that the time saved in neural network 
learning would be insignificant for the whole reinforcement 
learning in our chosen setting (which used a relatively simple 
CNN), and enough neural network learning iterations would 
have been allowed if hyperparameters were optimal. 

Limitations: the results only applied to symmetry-
invariant domain, and SLAP could be more vulnerable if the 
sample was too small (see IV.A.2). SLAP required 10.8% 
more time for self-play in IV.B.1, but the overhead would be 
insignificant if the simple CNN were replaced by a deep one. 
It was not yet proved to speed up reinforcement learning. 
Neither was it proved to be able to exploit groupoid patterns. 

VI. CONCLUSION AND FUTURE WORK 
SLAP could improve the convergence speed of neural 

network (CNN in the experiment) learning synthetic states in 
Gomoku by 83.2%, with only one eighth of training sample 
size of baseline model (data augmentation). Since no domain 
specific features or knowledges were used in SLAP, it should 
also benefit neural network learning generally for domains 
that are symmetry invariant, especially for reflection and 
rotation symmetries. As SLAP is model-independent, the 
benefits should apply to models beyond CNN. But it was not 
yet proved to speed up reinforcement learning, though it 
could achieve similar performance with smaller training 
sample size. Neither was it proved to exploit groupoid 
variants effectively. 

As future work, SLAP may be applied in domains that are 
not fully symmetry invariant, by breaking down the neural 
network layers into two parts – first learning as if it were fully 
symmetry invariant. Or even split into stages by type of 
symmetries. Although SLAP is not directly differentiable, 
one workaround would be similar to that in transforming 
Gomoku action probabilities: given the transformation 
information as another input, transform the learned output 
back to corresponding original position, and then carry out 
necessary subsequent computations forward. This helps 
create more explainable stages and transfer learning. Another 
future work might be differentiable approximation of SLAP.  

APPENDIX 

Neural Network Architecture and Configurations 

The architecture and configurations used (unless 
otherwise stated): 

Architecture: consisted of 3 common convolutional layers 
(32, 64, 128 filters respectively) each with 3x3 kernel of 
stride 1 and padding 1 with ReLU activation, followed by 2 
action policy players and in parallel 3 state value layers. The 
input was 8 x 8 x 4 image stack comprising of 4 binary 
feature planes. The action policy layers had one 
convolutional layer with 4 filters each with 1x1 kernel of 
stride 1 with ReLU activation, followed by a fully 
connected linear layer to output a vector of size 64 
corresponding to logit probabilities for all intersection 
points of the board. The state value layers had one 
convolutional layer with 2 filters each with 1x1 kernel of 
stride 1 with ReLU activation, followed by fully connected 
linear layer to a hidden layer of size 64 with ReLU 
activation, finally fully connected to a scalar with tanh 
activation. Dropout would be applied to all action policy 
layers and state value layers except output layers; not 
applied to common layers. 

Optimizer: Adam with autoclip [18] 
Batch size per optimisation step: 512 (2048 in [3]) 
Data buffer size: 10,000 for baseline, 1,250 for SLAP 
No. of network optimisation steps per policy iteration: 10 
No. of self-play games per policy iteration: 1 
No. of playouts: 400 (1600 in [3], 800 in [4]) 
Cpuct (constant of upper confidence bound in MCTS) : 5 
Temperature parameter: 1 (same as in [4]) 
Dirichlet alpha of noise: 0.3 (same as chess in [4]) 

Smaller batch size and no. of playouts per move in MCTS 
were used because Gomoku is less complex than Go. 
Dirichlet alpha was initially set at 0.3 because mini Gomoku 
(8x8 board) has same board size as chess and similar no. of 
available action choices per move. 
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Abstract—The Neighbor Migrating Generator (NMG) is a
simple and efficient approach for identifying the closest potential
neighbor(s) with a different label for a given instance without
the need to calibrate any kernel settings. This allows for the
determination and explanation of the most important features
that influence an AI model.

The NMG technique can be used to migrate a specific sample
to the class decision boundary of the original model within a
close neighborhood of that sample or to identify global features
that help localize neighbor classes. The approach minimizes a
loss function that is divided into two components, which are
independently weighted according to four parameters: ↵, �, and
!, with ↵ being self-adjusting. Results show that this approach
outperforms past techniques when detecting the smallest changes
in the feature space and can also highlight issues in models like
overfitting.

Index Terms—Explainable AI, Interpretable AI, AI, Machine
learning, Counterfactual models,

I. INTRODUCTION

Many end-users who are not machine learning experts
often request a model’s description and the reason behind
its decision. Understanding why a given decision was made
can be highly beneficial, especially in professions where risk
assessment and analysis are critical, such as finance and
medicine. To meet this demand, Explainable AI has recently
gained attention.

One of the current approaches to Explainable AI involves
analyzing the effect of small changes to an input and how
they impact the output of a black box model. This enables the
identification of the most influential features in the input space.
Various open-source frameworks, such as [1], [2], and [3],
have implemented this approach, making AI more accessible
to non-machine-learning experts. However, these approaches
may have limitations, as results can vary with each execution.

Another approach to analyzing a model involves treating it
as a black box and identifying the smallest input adjustments
that result in a different output. This technique can be useful,
for example, when a loan application is denied, and sugges-
tions are needed to influence the bank’s decision.

In this paper, we propose a technique that improves on past
research [4] by estimating the nearest location to the boundary
from the loss function used by our model to locate the decision
border. We demonstrate the utility of our Neighbor Migrating
Generator (NMG) in both a global and local context for three

datasets, including a synthetic mathematical model, the Iris
dataset, and the Pima Indians Diabetes dataset in the result
section.

II. LITERATURE REVIEW

Individual predictions made by experts rely on the fact
that humans can learn enough about what parameters have
the biggest influence in the feature space or why a model
inferred a particular decision. Many ways to explain individual
predictions utilize local interpretation tools, such as Individual
Conditional Expectation (ICE) [5], Counterfactual Explana-
tions [4] [6], Local Interpretable Model-agnostic Explanations
(LIME) [7], and SHAP methods [8], which assign weights to
each dimension of inputs to explain a model.

ICE [5] is a global method for plotting the global effect
of modifying each feature individually. ICE can modify one
feature while retaining the same value for the rest of the feature
space. It then displays the changes in predictions according to
the value of the target feature. However, comprehending the
differences between individual lines in the plot can be difficult
at times. This can be resolved by centering the curves at a point
and comparing the predictions to this point, which is known
as Centered ICE (c-ICE). However, ICE cannot allow one to
see and detect any association between features [9], which is
a significant limitation.

LIME [7] generates a linear approximation of the local
decision boundary by considering a trained model as a block
box since the reasons behind a prediction for a given input
are not understandable by users. It develops local surrogate
models to explain the provided input and the decisions of
the trained model. The explaining process consists of three
steps. First, LIME alters the feature space values (creating a
new training set) and, by using Gaussian kernels, associates
a weight to the new sample points based on the distance
to a given input whenever a new instance is passed to the
LIME model. The new samples are then sent to the trained
model to approximate the local decision boundary, which
would be used to map the inputs and outputs together (to
extract explanations). LIME explains a model in a feature
space locally. Laugel et al. have shown [10] that LIME is
highly dependent on some kernel settings because it relies on
the correct definition of the local neighborhood. This problem
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Samples Number of Glucose Diastolic Blood Skin Insulin BMI Diabetes Age
/ Class Pregnancies mg/dl Press., mm Hg Thickness µU/ml kg/m2 Pedigree year

migration  140  80 mm 16� 166  25 Function

1 : 1 ! 0 2 100 66 20 90 32.9 0.867 28
+3.5 (+175%) -0.1 (-12%)

2 : 0 ! 1 4 129 86 20 270 35.1 0.231 23
+18.8 (15%)

3 : 1 ! 0 3 169 74 19 125 29.9 0.268 31
-0.1 (-1%) -21.9 (-18%)

4 : 0 ! 1 2 101 58 35 90 21.8 0.155 22
+0.9 (+1%) +0.2 (+1%) -88.4 (-98%) +2.2 (+10%) +1.1 (+5%)

5 : 0 ! 1 3 96 56 34 115 24.7 0.944 39
+1.3 (+43%) +0.6 (+2%) +1.3 (+5%)

6 : 0 ! 1 1 118 58 36 94 33.3 0.261 23
-23.2 (-25%)

7 : 0 ! 1 0 114 80 34 285 44.2 0.167 27
+46.3 (+41%) -30.1 (-38%) -19.9 (-59%) -186 (-65%) -22.4 (-51%) +0.1 (+60%) +37.9 (+140%)

8 : 0 ! 1 1 87 68 34 77 37.6 0.401 24
+4.4 (+18%)

9 : 0 ! 1 5 96 74 18 67 33.6 0.997 43
-4 (-80%) +11 (+11%) -6.1 (-8%) +1 (+6%) -54 (+81%) -6.5 (-19%) -0.8 (-80%) -18.9 (-44%)

10 : 1 ! 0 3 107 62 13 48 22.9 0.678 23
-5 (-5%)

11 : 1 ! 0 9 156 86 28 155 34.3 1.189 42
-4.7 (-52%) -45.4 (-29%) +0.9 (+3%) -0.5 (-42%)

12 : 1 ! 0 1 128 48 45 194 40.5 0.613 24
-0.1 (-10%) -9.7 (-8%) +37.9 (+79%) -5.7 (-13%) +25.9 (+13%) +5 (+12%) +0.2 (+33%) +1.8 (+8%)

Table I
VARIATION AMONG FEATURES WHEN CHANGING INSTANCES (LOCAL VARIANT OF THE ALGORITHM) FOR THE PIMA INDIAN DIABETES DATASET FOR 12

RANDOMLY SELECTED SAMPLES. THIS DATASET CONTAINS SEVERAL CHARACTERISTICS FOR PATIENTS UNDERGOING AN ORAL GLUCOSE TOLERANCE
TEST, INCLUDING INSULIN AND GLUCOSE LEVELS AFTER TWO HOURS AND THE TYPE 2 DIABETES STATUS (0 BEING NON-DIABETIC). UNITS AND

STANDARD RANGES FOR GLUCOSE, BLOOD PRESSURE, INSULIN AND BODY MASS INDEX ARE GIVEN AT THE TOP, AND SAMPLES OUTSIDE THE RANGE
ARE HIGHLIGHTED IN RED. THE SECOND VALUE IN CELLS, WHEN PRESENT, INDICATES THE VARIATION GENERATED BY THE MIGRATION MODEL ON

SOME OF THE FEATURES. UNCHANGED VALUES ARE NOT SHOWN.

is not only a parameter or sampling distribution issue but has
a significant impact on the relevance and quality of the local
black-box decision boundary approximation, and thus on the
meaning and accuracy of the given explanation. Guidotti et al.
have looked into the development of new local train sets [11].
However, there are certain difficulties with their solutions, such
as losing sight of a crucial notion like the tangent or inspecting
a small neighborhood without taking linearity into account in
the ML function.

Based on cooperative game theory, SHapley Additive ex-
Planations (SHAP) [8] assigns an importance value to each
feature of a model. The aim of cooperative game theory is
to determine how to fairly compensate all participants based
on their contribution. SHAP generates the Shapley score by
replacing a particular feature value with new values and then
applying the trained model’s predictions to the new dataset.
However, analyzing all input dimensions can be expensive,
so we only need to investigate a subset of them, resulting in
slightly different outcomes each time. Another limitation of
SHAP is that the order of features for a given instance may
affect the prediction.

Our approach is similar to others mentioned above in that
we treat the model as a black box with no access to the internal
structure or weights. The main difference is that we aim to find
the closest available neighbor that belongs to a different class.

In contrast to most existing techniques in the area, Coun-

terfactual Explanations [4] and [6] are introduced to highlight
the smallest modifications needed for a sample to change the
prediction made by the model. This is different from the vast
majority of approaches, which differ in how they define the
loss function. For example, Wachter et al. [4] minimize the
loss function as shown in equation 1.

argmin
x0

max
�

�(f̂(x0)� y0)2 + d(x, x0) (1)

There, the approach adds the Manhattan distance (weighted
with the inverse median absolute deviation) between the orig-
inal input and the modified one to the square of the L2 norm
of the differences between the predictions of these inputs.
The weight � indicates how influential the input instance can
be, where a higher value indicates that we do not wish to
alter values frequently. However, categorical features pose a
problem with this approach. To address this issue, Dandl et
al. [6] proposed a new loss function that minimizes a four-
section loss and counts the number of altered features using
the Gower metric and a counter.

L(x, x0, y0, xobs) = o1(f̂(x
0), y0), o2(x, x

0),

o3(x, x
0), o4(x

0, Xobs))
(2)

The Manhattan distance between f̂(x0) and y0 is denoted as
o1. The Gower distance function (o2) calculates the distance
between the original sample x and the close target sample
x0 on the decision boundary. The number of features that
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Item Descriptions

Dataset Implicit Heart Function Dataset
Model F Input(2),FC(256),RelU,FC(256),RelU,FC(2),Soft-Max
Model G Input(2),FC(256),RelU,FC(256),RelU,FC(256),RelU,FC(2)
Dataset PIMA

Model F Input(8),FC(256),RelU,FC(256),RelU,FC(2),Soft-Max
Model G Input(8),FC(256),RelU,FC(256),RelU,FC(256),RelU,FC(8)
Dataset IRIS

Model F Input(4),FC(128),RelU,FC(128),RelU,FC(3),Soft-Max
Model G Input(4),FC(1024),RelU,FC(1024),RelU,FC(1024),RelU,FC(4)

Table II
A DESCRIPTION OF THE ARCHITECTURES OF THE MODELS USED IN THE
THREE DATASETS. THE F MODEL REPRESENTS THE ORIGINAL MODEL

THAT WE AIM TO STUDY, WHILE G REFERS TO THE NMG MODEL THAT IS
UTILIZED TO MIGRATE TO DECISION BOUNDARIES

Feature Name Description Range

Pregnancies Number of pregnancies [0..17]
Glucose Oral glucose tolerance test, [0..199]

measured after 2 hours.
BloodPressure Diastolic blood pressure [0..122]
SkinThickness Triceps skin fold thickness [0..99]

Insulin Insulin level after 2 hours [0..846]
BMI Body Mass Index [0..67.1]

DiabetesPedigreeFunction Diabetes history in relatives [0.08..2.42]
Age Age in Years [21..81]

Table III
DESCRIPTION OF FEATURES IN THE PIMA DIABETES DATASETS.

have been altered is calculated by o3, while o4 calculates
the distance between the estimated sample and the nearest
observed sample in the training set.

Our work is similar to the two approaches described above,
where a model is trained for each case to determine the
minimum modification required to change the class label for
prediction. However, our approach differs in how we define
a loss function that allows the model to freely change along
with the feature space. Furthermore, we have introduced a
new way of identifying the most influential features for a
given model by training its NMG model representative of the
decision boundaries with all the training set samples (instead
of a single sample) and analyzing the modifications. Our
proposed strategy addresses the challenge of freezing features,
particularly when modifying some features is undesirable.

III. THE NEIGHBOR MIGRATING GENERATOR MODEL

In this section, we will introduce our new model and its two
variations, as well as how to train them. The two variations
differ depending on whether we want to provide local or
global explanations. For a local explanation, the model is
trained to focus on the nearest decision boundary to a specific
sample, while the global explanation will identify the most
influential features for each class. Both variations use the
same architecture, but they are trained using either a single
sample (for local explanations) or all samples (for global
explanations). We associate a new model, denoted as G, with
an original model, F , that we aim to explain.

A. Local and Global Variants

In the local explanation variant, the NM generator employs
common machine learning techniques to identify a neighbor.
A single input is fed through the fully connected network G,
and we minimize the loss function explained later to approach
a point that is close to the original sample but has a different
target label, which is specified by the user. Consequently, the
NMG strives to recognize and alter only the primary features
that contribute to that class, indicating the most influential
factors for a given sample.

Another potential use of our model is to observe feature
migration in the global space, which provides insight into
the most significant factors for a given class. In this variant,
instead of specifying the target label for migration, we generate
labels based on the predictions of a trained model F . We
use the second most likely (or predicted) class label as the
target label and train our Neighbor Migrating Generator G
on the entire training set. It is important to note that for the
global variant, an NMG uses the same model for all samples,
which limits the impact of outliers and produces more generic
results. In contrast, for the local variant, we train the model
separately for each input, generating different weights each
time. However, with the global variant, we may not be able
to establish a minimum loss cost for outliers, but this would
not affect the final results.

The global approach can be formalized as follows. Let d
be the number of classes, n be the number of samples, and
F be the original network that maps an input sample xi to
a vector of inferred probabilities for each class F (xi), with
each component represented as Fj(xi). We define the best
prediction of our original network H1

F (xi) as:

H1
F (xi) = argmax

j 2 d
F (xi) = {j |Fj(xi)  Fk(xi) 8k 2 d}

(3)
and the second best class prediction H2

F (xi) as:

H2
F (xi) = argmax

j 2 d
F (xi,j) =

{j |Fj(xi)  Fk(xi) 8k 2 d, k 6= H1
F (xi)}

(4)

We can now define our new NMG model G trained from a
set of samples D such that:

G : D ! D
x0
i = G(xi) | H2

F (xi) = H1
F (x

0
i)^

8x00 2 D, H2
F (xi) = H1

F (x
00)^

|| xi �G(xi) ||l|| xi � x00 ||l

(5)

with l indicating the norm used.
After the training process, we calculate, for each input

feature, the sum of differences between the input sample xi

and the nearest corresponding sample with a different label,
defined as x0

i = G(xi). x0
i is essentially an imaginary sample

that we want located on the class decision boundary in the
feature space and that intends to be as close as possible to
the initial sample xi. For a given feature f , this is equal to
If =

Pn
i=1|xi(f)� x0

i(f)|, as shown in Fig. 1. Larger values
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Description Age Sex TSH T3 TT4 T4U FTI TBG Referral
source

Class 1 58 0 1.3 2.3 77 0 0 0 1
Migrated Class 0 58 0 10.69 2.30 77.01 -0.01 0.01 0 1

Difference -5.38E-04 1.97E-04 9.39 1.20E-03 0.012 -6.81E-03 1.04E-02 0 9.14E-05
Class 0 63 1 8.20 2.10 80 1.02 78 0 1

Migrated Class 1 63 1 2.37 2.10 80.22 1.02 78.01 0 1
Difference 6.48E-05 3.49E-05 -5.83 -1.88E-03 0.22 -4.66E-03 1.14E-02 0 8.45E-05

Class 0 60 1 8.10 1.80 59 0.96 61 0 1
Migrated Class 1 60 1 1.24 1.79 59.57 0.96 61.01 0 1

Difference -1.53E-05 5.58E-05 -6.86 -7.10E-03 5.67E-01 -3.45E-03 1.24E-02 0 1.29E-05
Class 1 29 1 0 0 0 0 0 0 1

Migrated Class 0 29 1 10.30 0.03 -1.31 0.01 0 0 1
Difference -2.48E-03 9.05E-05 10.3 2.89E-02 -1.31 1.29E-02 -3.61E-03 0 3.18E-05

Class 1 59 1 0 0 0 0 0 0 1
Migrated Class 0 59.01 1 10.30 0.02 -1.05 0.01 -0.01 0 1

Difference 9.94E-03 9.15E-05 10.3 2.05E-02 -1.05 9.11E-03 -1.42E-02 0 2.38E-07
Class 1 71 1 0 0 0 0 0 0 1

Migrated Class 0 70.98 1 10.20 0.02 -1.04 0.01 0.04 0 1
Difference -1.55E-02 1.68E-04 10.2 2.11E-02 -1.04 9.31E-03 4.33E-02 0 2.05E-05

Table IV
THE CORRESPONDING VALUES OF SIX RANDOMLY SELECTED SAMPLES IN THE THYROID DATASET AFTER NMG TRANSFERRED THEM TO ANOTHER

CLASS. THE DIFFERENCES BETWEEN THE TWO VALUES ARE SHOWN BELOW. THE RESULTS INDICATE THAT WHILE NMG MODIFIES THE CLASS LABELS,
THE ! VECTOR CAN PRESERVE SOME FIELDS UNTOUCHED, SUCH AS AGE, SEX, FTI, TBG, AND REFERRAL SOURCE. THE TOP TWO MOST CHANGED
FIELDS ARE HIGHLIGHTED IN BOLD, WHICH INDICATES THE PATTERNS LEARNED BY THE MODEL. SPECIFICALLY, TSH AND TT4 ARE THE FEATURES

THAT ALLOW MODIFYING THE CLASS LABELS.

Figure 1. The calculation of the Feature Importance weights I returns an
explanation of the global impact of features for the different classes of the
original model.

of I indicate that a feature has a larger impact and is therefore
a major contributor in explaining how the model distinguishes
between classes. Algorithm 2 shows a global method approach,
and an application of this will be presented in section IV-D.

B. Loss function
Algorithm 1 shows how the loss function for G is calculated

during each iteration. The loss function that is to be minimized
is the same for both variants, as given in equation 6.

L(x, x0, y, y0) = CrossEntropy(y, y0)+� . L1(x�x0).!+�y,y0

(6)
Where y is the class label for x, and y0 is the predicted label
for x0. � is a weight that is recalculated after each training step,

Algorithm 1: Algorithm for calculating the loss func-
tion at each iteration
� 0 /*Importance of the inner loss*/;
✏ 0.05 /*A constant for the the thickness of the

decision boundary*/ ;
for each iteration do

if (y == y0) then
� clip(�+ 1.0, 100.0);

else
� clip(�� 1.0, 0.0);

end
in loss (�/100.0) ⇤ (

P
((x0

i � xi) ⇤ !)) ;
�y,y0  |CrossEntropy(1, y == y0)

�✏|;
out loss CrossEntropy(y, y0);
loss = in loss+ out loss+ �y,y0

end

and �y,y0 is a cross-entropy function as discussed in the next
paragraph. ! is a user-defined weight vector that determines
which input dimensions are more desirable to change with the
default value of one. Lower values suggest a greater likelihood
of change.

The equation for the loss function is composed of three
parts. The first part, CrossEntropy, measures the difference
in information between the current and the new labels. The
second part, L1, determines how close the new input should
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Algorithm 2: Algorithm for a global method to choose
a model’s most influential dimensions.

1: ⇥(X) Identifies the argument of X’s second-largest
value;

2: G is a global NMG model ;
, and F shows a trained model;

3: Y 0  ⇥(F (X));
4: G  train G on F , and (X,Y 0);
5: X 0  G(X); /* a single value for every dimension*/
6: differences  Sum(X �X 0, 1);
7: first important dimension  

max arg(differences);
8: second important dimension  ⇥(differences);

be to the original input. We use the Manhattan distance instead
of the Euclidean distance to minimize the number of features
that are changed. Although the L2 distance can also be used,
the L1 norm has the advantage of producing outputs with
a small number of features with significant changes. On the
other hand, the L2 norm tends to distribute the changes over
more features, which is not ideal if we want to identify the
most important features only.

The last component of the loss function is the �y,y0 param-
eter, which is calculated as follows:

�y,y0 = |CrossEntropy(1, y == y0)� ✏|,
With ✏ = 0.34.

The last component of the loss function, �y,y0 , serves to
prevent the first part of the loss function from having a value
too close to zero, which would allow the second part to have a
greater probability of changing. Additionally, � is a parameter
in the range of [0, 1] that emphasizes the importance of being
close to the input value. This value is initialized to zero in the
first step, allowing the model to adjust the input as much as
needed to change the label. The � value for any x0 increases
gradually after each correct label, and decreases if the label
is guessed wrongly. One advantage of this strategy is that
parameters do not need to be adjusted manually, and the model
can converge to the appropriate value of x0.

IV. EXPERIMENTAL RESULTS

We experimented with our new approach on four different
datasets: a synthetic 2D heart function dataset, the Pima
Indians Diabetes database, the Thyroid-disease dataset, and
the IRIS dataset.

All tests were performed on an Intel 4770K processor
running at 3.9 GHz, coupled with 32 GB of RAM and an
Nvidia GeForce GTX 3070TI Graphics card. Tensorflow 2.0
was used as the AI framework and ran on a Linux distribution.

Each feature in all datasets was standardized to the range
[�1, 1], with a mean value of 0 to ensure that each dimension
had an equal probability of change, as both the L1 and L2

norms are sensitive to the units used for features.
For training, we used an Adam optimizer with a learning

rate set to 10�4. Every layer in the models had a Relu

Figure 2. An example of the migration obtained with our NMG model G for
some random samples on an implicit 2D heart function [12] is shown in the
figure. Blue dots represent class 0 samples, while red dots represent class 1.
The green dots are chosen as random samples that are transformed with our
NM Generator. The results show that the NMG model successfully migrates
samples to the decision boundary.

activation function, except for the last layer which had a linear
activation function. Our models were trained for 200 epochs,
and the best model was saved. A description of the architecture
of the three original models and their associated NMG models
can be found in Table II.

A. Implicit Heart Function Dataset
To demonstrate the impact of the loss function on the

decision of our local variant model, we created an artificial
dataset by taking a two-dimensional slice of a heart-shaped
function described in [12] (eq. 7). Any point inside the heart
is labeled as one, and zero otherwise. We regard the original
model as a black box once it is trained, and we will use it
only to see how far our new predictions are from the decision
boundary.

f(x1, x2) = (x2
1 + x2

2 � 1)� x2
1x

3
2

y =

⇢
1 if f(x1, x2) < 0
0 otherwise

(7)

To identify the distribution of decision boundaries using our
NMG, we utilized a fully connected network with three layers,
each consisting of 256 neurons, and a final layer with only two
neurons, as the output should have the same number of features
as the input. The distribution of the function is depicted in
Figure 2. We assigned two random points inside and outside
the heart and drew the output position given by our NMG. The
results show that the model was able to locate the decision
boundary well with both L1 and L2 norms.

B. Pima Indians Diabetes Database
The Pima Indians Diabetes Database [13] includes seven

continuous but sometimes incomplete features and a binary
categorical feature that indicates whether or not a patient has
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type 2 diabetes. It contains 768 individuals who are at least
21 years old, female, and of Pima Indian heritage. Table III
lists the features present in the dataset.

In this example, we apply our local NMG variant to a set
of 13 random samples to see what minimal changes can be
made to a sample to switch its class. Here again, our NMG
migrates to the decision boundary by minimizing the loss
function of an input sample. The very first sample we tested
actually demonstrated that something was not right with the
original model. In this case, we see that the NMG prioritizes
a change in blood pressure. While diabetes patients often have
high blood pressure, diabetes is mainly detected from glucose
or insulin levels in the blood, which can be tested two hours
after ingesting 75mg of glucose (Oral Glucose Tolerance Test
- OGTT). While the NMG migrated the sample to a nearby
point very similar to the original one, but still clearly in the
diabetic range, the original model was inferring it as non-
diabetic. A study of 12 more samples (Table I) indicated that
this was not an exception (e.g. samples 1,3,6), while other
samples looked more logical (e.g. sample 2 migration to a
diabetic status logically increases parameters like glycemia
and insulin but also BMI and blood pressure parameters, which
are frequently raised for diabetic patients).

The only explanation for small, non-logical changes being
able to change sample classes was that the original model
was overfitting. This was confirmed later by a) noticing that
the model had far more parameters than samples (Table
II), and b) observing that training accuracy was 100%, but
testing accuracy was only 73%, which is typical of overfitting.
Therefore, in this example, our NMG was able to indicate to
a domain expert that overfitting was occurring in the original
model, even before details of the training were disclosed.

C. Thyroid-disease dataset

The original Thyroid-disease datasets from the UCI machine
learning repository contain 2800 training instances and 972
test instances, each with three classes. Each instance has 21
attributes, consisting of 15 categorical and six continuous
numbers. For the ease of displaying the experiment result, we
narrowed the classes down to two and kept records based on
the following criteria:

On thyroxine = Query on thyroxine&

Onantithyroidmedication : False&

Thyroid surgery : False&

I131 treatment : False&

Tumor : False&

Hypopituitary : False

After filtering, there were 3065 records left, including 2298
training samples and 767 test instances. We removed most of
the categories from the dataset except for three columns: ’FTI’,
’TBG’, and ’Referral source’, and did not utilize them to train
the original model F or the NMG model G. We employed

Feature Name Weight Description

Age 99 Continuous
Sex 99 Categorical
TSH 1 Continuous
T3 1 Continuous

TT4 1 Continuous
T4U 1 Continuous
FTI 99 Continuous

TBG 99 Continuous
Referral source 99 Categorical

Table V
DESCRIPTION OF FEATURES IN THE THYROID-DISEASE DATASETS.

Original Migrated Sepal L Sepal W Petal L Petal W

Virginica Versicolor 0.0662 0.0207 0.5398 0.0965
Versicolor Virginica 0.0340 0.0081 0.3372 0.0033

Setosa Versicolor 0.3106 0.4010 0.9289 0.7361

Table VI
THE TABLE DISPLAYS THE VARIATION AMONG FEATURES WHEN

CHANGING INSTANCES. THE LEFT TWO COLUMNS SHOW THE ORIGINAL
CLASS AND THE CLOSEST CLASS PREDICTED BY THE GLOBAL NMG

MODEL. THE RESULTS ALIGN WITH WHAT CAN BE OBSERVED IN FIG. 3.
THE RIGHT-HAND SIDE PRESENTS THE IMPACT VALUES RETURNED BY

THE NMG MODEL FOR EACH FEATURE. FOR THE FIRST TWO MIGRATIONS,
THE RESULTS INDICATE THAT PETAL LENGTH IS THE ONLY SIGNIFICANT

FEATURE IN CLASS MIGRATION. FOR THE SETOSA CLASS, ALL
PARAMETERS HAVE SOME INFLUENCE, BUT PETAL LENGTH AND WIDTH

REMAIN THE MOST IMPORTANT FACTORS.

the same setup as in our experiment in section IV-A (Local
variant with L1 norm) and normalized the dataset. However,
we altered the weight vector ! to make some input dimensions
less variable. The dimensions and weights connected with
them are shown in table V.

According to the results, the ! vector prevents features
from changing by adding the cost of modifying them in the
loss function. A detailed examination of the findings reveals
that two input features influence migrants from one class to
another. The final results are listed in table IV.

D. IRIS

The IRIS dataset [14] is well-known for its taxonomic
difficulties in incorporating many measures. The original
dataset contains 50 samples from each of the three Iris species
(Iris, Setosa, Iris, V irginica, and Iris, V ersicolor), result-
ing in a total of 150 items. Each sample has four attributes
measured in centimeters, including the length and width of
both the sepals and petals. Fig. 3 shows that two of the
four features are sufficient to provide a good separation of
the three classes. This figure also provides insight into the
neighboring relationships between the classes. We apply the
global variant of our Neighbor Migrating Generator to this
dataset to determine if this neighboring relationship can be
captured by our technique. With this global approach, the
model learns how to go to the nearest border rather than
specifying which class border it should learn.

Our global NMG model is defined by three fully connected
layers of 1024 neurons with Relu activation. New labels in the
training set are defined by the second best predicted label of
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Figure 3. 2D plotting the IRIS dataset. The graph indicates that using only
two features (Petal Length and PetalWidth) out of four is enough to
separate most samples of this dataset. Note that Iris V ersicolor appears to
be in between the two other classes.

the original model. Results in Table VI show that the migration
of the three different classes corresponds pretty much to what
can be observed in figure 3, with for instance the Setosa
and V irginica classes migrating the V ersicolor class and
the latter one being migrated to the closest of the two, i.e.,
V irginica.

V. CONCLUSION

In this work, we introduced the Neighbor Migrating Gen-
erator (NMG), which is a method for finding the closest
neighbor with a different class label. In other words, the
NMG searches for decision boundaries that allow us to change
a given input with the least amount of effort. Our NMG
can be used to determine the smallest modifications and the
influential dimensions in the decision space that distinguish
the classes. In three experiments, we demonstrated the ca-
pabilities of our generator to: a) find decision boundaries
(e.g., heart function) in the original model; b) detect over-
fitting in results (e.g., Pima Indians Diabetes Database); and c)
provide close neighboring clues between classes (Iris dataset
and Thyroid-disease dataset). Another benefit is that, unlike
previous approaches [4], our method can learn the boundary
without having to change any kernel parameters, resulting in
more reliable outcomes.

Future work could extend this technique to the global
neighboring algorithm variant and establish a visualization
tool of the decision boundaries that could help understand the
impact features have on the decision made by the original
model.
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Abstract—Artificial Intelligence systems are becoming more
common in decision-making, both for facilitating automated
decisions or in tandem with human decision-makers as decision-
support systems. AI-assisted DSS are typically employed to make
data-driven recommendations to human decision-makers in an
effort to improve efficiency and accuracy. In addition, the AI
used to power DSS are typically blackbox in nature, meaning
that human decision-makers are unaware of exactly how these
systems are coming to their conclusions. This is problematic
since research in algorithmic fairness already shows that data-
driven AI systems can be influenced by social biases present
in training data, to reinforce systemic biases and perpetuate
unfairness towards minority social groups. When used in high-
stakes decision-making, such systems risk protracting systemic
biases and further driving social division. An area of research is
emerging acknowledging that unfairness can leak through ‘proxy’
features, causing an implicit-bias effect. In this work-in-progress
paper, we propose explaining fairness properties of AI systems
and their downstream social impacts to decision-makers - by
visualising bias-leakage through proxies - for improved fairness.
Finally, we are currently in the process of conducting a study
to empirically assess how visualising proxy-biases in AI-assisted
DSS can affect decision-making and improve fairness.

Index Terms—machine learning, fairness, proxy, bias-leakage,
decision support system, downstream unfairness, machine-bias,
bias-visualisation

I. INTRODUCTION

Automated decision-making (ADM) and decision-support
systems (DSS) have been hot-topics of research for many
years. Originating from a desire to improve the efficiency and
effectiveness of the decision-making process [1]–[4], many
examples of decision-systems have already been deployed in
society, with use-cases spanning from recreational through
to safety-critical. Examples of such systems include artificial
intelligence (AI) powered decision-making in: complex board
games [5], video-games [6], [7], self-driving cars [8] and
clinical settings [9].

The first author of this paper is funded through a 1+3 UKRI ESRC PhD
scholarship.

ADMs and DSS make use of AI and Machine Learning
(ML) technologies to automate decision-making and provide
automated recommendations to human decision-makers, re-
spectively. These systems, as a result of their ‘autonomous’
nature, often leave little room for human intervention or su-
pervision and even when they do, it is mostly in the capacity of
acknowledging the machine’s result rather than understanding
what led to the decision being made [10]. Furthermore, many
of these systems make use of ‘blackbox algorithms’ to make
decisions: blackbox algorithms are of a type of algorithm
whereby the users and developers often have little-to-no
knowledge as to how the system is actually making decisions.
This can occur either because the system is complex, or
because the code used to develop the algorithm is a trade secret
[11]. As such, these systems are labelled ‘opaque’ and stand
in contrast to whitebox systems which provide transparency
by design. The use of a system whose mechanics eludes the
users, can be problematic: without knowing what causes the
system to make its decision, it may perform unexpectedly [12]
and it may also be difficult to assess its fairness [13]. Such
a system may well perpetuate and reinforce systemic social
biases unbeknownst to its stakeholders [14], [15].

Adding to concerns that deployed systems are perpetuat-
ing unfairness, there are worries that legal systems do not
provide sufficient protections for citizens who are recipients
of automated decisions or profiling. Wachter (et al., 2016)
[16] stresses that the language in the European Union’s
(EU) General Data Protection Regulation (GDPR) - drafted
to protect EU citizens’ digital rights - is not sufficient to
guarantee citizens a “right to explanation” for automated
decisions - explanations are expected, but do not need to
cover all the factors that led to the decision being made.
Meanwhile, Kaltheuner and Bietti (2018) [17] state that despite
this, citizens ought at least be afforded the right to object to
receiving an automated decision, given their interpretation of
EU GDPR Article 22, titled: “Automated individual decision-
making, including profiling” [18]. Wachter’s argument pro-
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poses a challenge in itself, in that generating useful and easily
interpretible explanations of blackbox systems is non-trivial
[19].

The lack of transparency inherent in blackbox algorithms’
designs have given rise to a wealth of research dedicated to
exploring the fairness properties of ML systems and their
robustness when deployed in society. For example, systems
trained on historical data have been discovered to perpetuate
gender biases [20], perform in a racially biased manner [21],
[22] and for unfairness to persist through proxies [23].

Proxies are features which exhibit a relation to protected
features (i.e., ‘race’, ‘gender’, ‘religion’, etc.) and are re-
sponsible for the Fairness Through Unawareness phenomenon,
whereby models are found to discriminate according to des-
ignated protected features, even when they have been omitted
from the training data of the model [24]. The existence of
proxies in blackbox systems perpetuating social biases were
by no means unforeseen, with references to their influence on
decision-making recorded early on in Alan Dix’s (1992) paper
on Human Issues in the use of Pattern Recognition Techniques.

In light of unfairness persevering through “unawareness”,
AI systems may opt to include protected features in their
training data, but implement fairness constraints (FC) [25]
which ‘enforce’ computational fairness definitions such as
demographic parity [26], equality of opportunity or equality
of odds [27]. Whilst these methods ensure that similar groups
of people are treated similarly, they are not infallible and
can result in poor performance when protected features and
non-protected features are highly related [28]. Poor, but fair,
algorithmic performance presents an issue if used in decision-
support contexts, in that it could result in individuals receiving
recommendations arbitrarily, as long as fairness is met even-
tually.

Rather than sacrifice performance for the sake of fairness,
we propose for human-decision makers to re-gain control and
responsibility of high-stakes decision-making, by providing
them a means of understanding the fairness properties of
the underlying AI systems used to support their decisions.
In so doing, decision-makers will become aware of potential
biases being propagated through the system and can take them
into consideration when deliberating over the correct and fair
decision.

Throughout the rest of this paper, we refer to the phe-
nomenon by which proxies exist as ‘bias-leakage’ since it
succinctly refers to the predictive power that non-protected
features exhibit, that is related to their protected feature
counterparts. An example of this is the non-protected feature
“geolocation” acting as a proxy for the protected feature “race”
[24]. In such a circumstance, we can determine that race
exhibits ‘bias-leakage’ through to geolocation, which is acting
as its proxy.

The relationships of features involved in bias-leakage might
be linear, or might have complex non-linear relationships. We
can think of bias-leakage as being similar in nature to human
’implicit’ or ’unconscious’ biases and when dealing with DSS
in this paper, we refer to these types of features performing as

’proxy-biases’ for protected features, to make the distinction
between explicit and implicit machine-biases clear.

II. PLANNED RESEARCH AND RESEARCH QUESTIONS

Whilst various methods for bias visualisation have been
proposed [29], [30], they often require expert domain knowl-
edge and substantial training to use. As a result, they are not
best suited for use in DSS, unless the end-users are technical
domain experts.

An area of literature that has gained little momentum -
but is now becoming ever more relevant - is in the field of
developing understanding of AI fairness properties by non-
technical domain expert decision-makers.

In our full paper, we will propose a technique for fairness-
explained DSS, which will be empirically evaluated in a lab
study designed to assess its impact on human decision-making.
Within the study, research participants will preside over a
number of parole sentencing cases in the following three
interventions: no assistance, assistance provided by an AI-
assisted DSS and finally, fairness-explained assistance. The
study conforms to a within-groups design as a means of
providing participants lived experience with all interventions,
to ascertain how each has impacted their decision-making.

In addition to an empirical evaluation of a novel fairness-
explanation technique we will contribute the algorithmic ap-
proach to generating fairness explanations. Furthermore, we
shall contribute a novel dataset of parole cases derived from
the COMPAS dataset [15], realistically matched with FairFace
images based on demographic data [31]. To the best of our
knowledge, this study will be the first of its kind to provide
empirical evidence on how human understanding of machine-
bias at decision time can affect the decisions they make.

Our research aims to answer the following questions, by
way of a deployed lab-study and follow-up interviews:

RQ 1: How do proxy-bias-leakage visualisations,

impact decision-making?

RQ 2: What is the perceived usefulness of visualis-

ing proxy-bias-leakage to non-experts when making

high-stakes decisions?

RQ 3: How does visualising proxy-bias-leakage af-

fect Human decision-maker confidence in combined

decision-making?

RQ 4: How does visualising proxy-bias-leakage

affect Human decision-maker automation bias?

By answering these questions, we hope to provide con-
clusive evidence for future work looking into making proxy-
bias-leakage known to human decision-makers when using AI-
assisted DSS to improve decision-making.

III. RESEARCH OUTCOMES AND SOCIAL IMPACT

The successful outcome of this project will contribute to
current fairness and explainable AI literature by opening an
avenue for research into user-centered fairness-explained AI
systems. We plan to achieve this by empirically evidencing
how decision-maker understanding of bias-leakage through
proxies affects the decision-making process.
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Abstract—There has been a historic focus among explainable

artificial intelligence practitioners to increase user trust through

the provision of explanation traces from algorithmic decisions,

either by interpretable agents and expert systems or from

transparent surrogate models. Beyond this deterministic causal

reasoning, significant developments were made in probabilistic

post-hoc explanations, often presented as percentage confidence

or importance and contribution. However, simultaneous work in

the social sciences revealed that typical users and experts both

preferred and generated explanations that differed in conception

with those often employed on artificial intelligence, with the

existing deterministic traces and probabilistic reasoning being

found less satisfactory, particularly when the best explanations

for a given user were not the most likely.

In this piece, we hold the position that incorporating an

understanding of explanations as a model and process — inspired

by social science research in human-centred explanations — will

improve user satisfaction and trust in both the given decision

and the overall model. We consider how practitioners may

design explainable artificial intelligence that enables typical users

to interface and interact with counterfactual explanations and

therein develop more appropriate explanations for that specific

user and decision. Specifically, we argue in favour of satisfying

design desiderata for explanations that are causal, contrastive,

contextual, and interactively selected with the user. This piece is

based on ongoing work that demonstrates the practicability of

interactive human-centred explanatory models and is inspired by

previous work to uncover design characteristics for counterfac-

tual explanations that enhance user trust and understanding in

algorithmic decisions for automated financial decisions.

Index Terms—Explainable AI, Human-centred XAI, Human

Computer Interaction, Counterfactual Explanations

I. INTRODUCTION

The arguments presented here draw upon learnings from the
social sciences, as highlighted by Miller [1], our own ongoing

Alex Blandin is funded by the EPSRC Centre For Doctoral Training In En-
hancing Human Interactions And Collaborations With Data And Intelligence
Driven Systems (EP/S021892/1). We thank David Sullivan and his employer,
Starling Bank, for sponsoring and supporting the project through this CDT.

work, and the work and critique of others in the Explainable
Artificial Intelligence (XAI) field. Commenting on the current
state of XAI as a field, our techniques are still driven by either
statistical arguments of correctness, such as the accuracy of a
surrogate model, or by the intuition of the researcher regarding
what constitutes good explanations.

We observe, across the field, an absence in the apprecia-
tion for the interaction problem between the human and the
explanation system. Human-computer interaction (HCI) must
become a central pillar of XAI, as we envisage XAI to be a
tool that promotes trust in our human end users. Enshrining
this will enable us to explore further into the explanatory
space between the social sciences and artificial intelligence,
becoming not simply HCI, but HHCI or HCHCI, exploring end
users communicating with, say, an expert that is augmented
by a computer, and end users with computers doing so.

Research in this space is ongoing, albeit currently outside
the focus of many AI and XAI practitioners, under the
domain of human-centred XAI (HCXAI). This includes new
models for explanation being identified and validated in the
social sciences, new ways to extract information from local
and global behaviour in AI, and new ways to bridge these
for emergent explanatory systems that further our goals of
increased user trust and understanding. We still have much to
learn from ourselves, such as in how we navigate around the
computational infeasibility of explanation, and do so in a way
that is appropriate and correct, and where we fail in this.

With this perspective, we identify that explanations, in
order to improve understanding, must perform a critical task:
identify and act towards a middle ground of understanding
between the user and itself. In doing so, it will strive to bring
the user closer towards that point, and thus closer to its own
understanding. To achieve this, we argue that it will necessarily
tailor its explanations to the user interactively, which entails
from models of explanation found in the social sciences.
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This leaves open the critical question of how to build such
an ongoing conversation with the user. We find answers to
this are lacking in many areas of XAI at current, where the
explanations often deployed are closed responses, intended for
machine learning practitioners — whom make up the majority
of practical XAI usage [2]. Where we do see user interaction,
it is often solely with interface primitives, such as modifying
a field in a dashboard, or altering axes on visualisations. This
is not a conversation where a user can say “let’s focus in on
this feature” or ask “what’s causing this?”, and is therefore not
an environment in which users can deepen their understanding
as they would in interaction with other humans — as derived
from the social sciences. Capitalising upon this has not been
the main focus for many researchers. We feel this is a problem
as, in one simplified phrasing, it is losing sight of a significant
human element that remains at the heart of the matter.

Failing to engage with this element and develop human-
centred XAI has lead to explanations that were hard to
understand or unintentionally misleading [3], such as waterfall
plots where users failed to understand causally how the con-
tributions actually added up, ignoring the impact of negative
contributions. Users had difficulty in mentally summing the
effect of many small contributions, which was necessary in this
explanation as it lacked a stacked presentation, such as a force
plot [4]. This meant that contributions were not something
users could easily read and understand the causal effects of,
as that kind of visual processing is not a strength for many
people, as recognised in HCI and visualisation [5].

This is a topical area, and our hope is that the increasing
interest in XAI and human-centred explanations from both
academia and industry is evidence of an inflection point that
serves to normalise it. At the very least, we hope that it is
normalised enough that users and practitioners understand and
recognise its utility, even if it is not a universal feature.

Our position is specifically related to the interactive se-
lection of explanations with counterfactual contrast, drawing
from the social sciences, where “why was it P instead of
Q” highlights the need for counterfactuals. This has received
some traction in XAI, however other approaches garner the
majority of human-centred exploration, which we identify as
not yet fully exploring the transdisciplinary interaction of XAI
with the social sciences.

Our position is that these interactive counterfactuals are
not only effective explanations, but are also practicable by
following principles that have been empirically validated by
social sciences, HCI, and artificial intelligence research.

We argue that the principle challenge of XAI is understand-
ing the given problem that an XAI is intended to solve. This
seems to be an echo of the arguments put forward by thought-
leaders in the field, such as Rudin [6]. We extend this to the
specific area of explanations, where deeper understanding and
harmonisation of both the problem domain and the explanation
process — via explanatory models — gives rise to an approach
that is practicable and can be realistically implemented to
significant end user benefit. This extension supports the goals
of HCXAI, providing grounding for XAI research.

Our ongoing work is a reflection of this position, currently
in its early iterations, however draws from our previous
efforts to co-design human-centred explanations and XAI. By
empirically demonstrating the effectiveness and practicability
of interactive explanatory models and human-centred perspec-
tives, we should reveal the design desiderata of effective
counterfactual explanations, and the viability of developing
user understanding and trust in XAI with these techniques.

II. BACKGROUND

We feel it is appropriate to consider relevant and relative
positions of other works in the field of AI and XAI. This
serves to illuminate both the existing approaches and also
the gaps that inspire our ongoing work. It is apparent that
increasing the awareness of these developments among AI and
XAI practitioners is of critical importance, particularly given
the fulcrum that researchers and engineers occupy in what is,
by all accounts, an accelerating arms-race between corporate
entities, labs, and potentially even nation-state interests.

As epitomised by recent news [7], the industrial state-of-the-
art continues to distance itself from the (performative) auspices
of ethics and safety that were once held, all seemingly shed in
anticipation of an escalation in AI technology that may bear
highly lucrative new capabilities ripe for external investment
and commercial opportunity. If we are to avoid overpromising
and under-delivering as a field, and just as importantly avoid
malpractice and preventable harm, we must re-establish the
bounds of the research and deployment of AI as a human-
centred effort that must be properly motivated and evaluated
to ensure the just development and usage of this technology.

A consequence of this revitalised rush to develop and
deploy AI has been a widespread misattribution of pattern
recognition for reasoning, particularly with large language
models (LLMs) and other generative AI technologies. Recent
research has demonstrated that this often comes from improper
or ungrounded experimental practices, which when corrected
for provides evidence that these recent AI are far less ca-
pable than promised or as apparent from casual inspection
[8, 9]. One experimental shortcoming that was ironically
highly publicised is the performance on standardised human
tests and benchmarks, which wrongly presupposes that the
performance on these questions is meaningful and relevant to
the capabilities of the AI; standardised tests rely on humans not
knowing the contents of the test and oft interpret memorisation
as a hallmark of “cheating”. It is now publicly recognised [10]
that LLMs repeatedly leak their answers from their training
data, whilst failing (no better than random) on genuinely novel
or modified questions, which implies those publicised results
were instead evidence for pattern recognition (granted, how
truly remarkable it is). It can be argued that LLMs should
instead be evaluated as “non-human subjects”, to borrow the
term from cognitive psychology, for which there are known
experimental methods [11, 12] that could be used to demon-
strate LLMs capabilities. Following this line of enquiry, it is
found that LLMs are not capable of non-trivial planning [13]
nor capable of effective theory of mind [8, 9], indicating that
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initial reporting on the capacity for generalised understanding,
reasoning, and planning in LLMs may be misrepresentative
[14, 15].

Unfortunately, the “broad but shallow linguistic competence
exhibited by LLMs” [16] can still prove harmful [17, 18],
and their deployment may be unethical even with the current
methods employed to make them “more polite”. Indeed, this
stretches beyond LLMs, as shown by Drage et al. [19, 20],
touching on the failing to address the systemic injustices and
predisposition to a status quo that perpetuates them. This
shows how there are numerous AI systems being developed
or deployed that fail to appropriately consider their impact on
marginalised groups and communities and mitigate or avoid
harms caused and propagated. With current and incoming
legislation (GDPR [21], EU Guidelines on AI [22], and the
EU’s proposed “AI Act” [23]), it is emphatically imperative
that progress be made on the problem of ethically sound AI.
With the regulatory requirements of the GDPR, particularly in
high-stakes scenarios like as recognised by the proposed AI
Act, it is clear that Explainable AI and Interpretable Machine
Learning (IML) are central in this as both a pragmatic and
philosophical solution. This does not mean we necessarily
lose the benefits of deep neural networks and our current
state-of-the-art, merely that they should be made interpretable
with appropriate modifications such that their decisions and
behaviour can be understood [24].

To ensure soundness and correctness, it behoves us to tackle
the epistemological challenges therein to the fullest extent of
our collective capacity and wisdom as a field. Fortunately,
there are bodies of research engaged with exactly this, and
a growing transdisciplinary interest from those engaged in
human-centred AI research. This includes applied examples of
intersectional research on racism, sexism, and ableism in AI
[19, 20, 25]. Helping resolve these systemic issues, rather than
perpetuating them, should be upheld as a clear motivator for
ethical, human-centred AI, which has demonstrably required
transdisciplinary interaction with philosophy, HCI, and the so-
cial sciences, including gender studies, queer theory, disability
justice, universal/accessible design, critical race theory, caste
scholarship, etc. — efforts without this may entrench the very
biases and behaviours they nominally mitigate [26].

Having motivated important areas in the wider AI land-
scape adjacent to our position, we wish to reaffirm that the
goal in XAI is to create systems that are trustworthy via
understandability. This awareness highlights the capability of
holistic solutions to address the plenary of stakeholder needs,
and signposts where the appropriate pivots are for research
to deliver these advancements. We feel that the overarching
lesson that is established by the background so far, that of
fruitful interaction with intersecting disciplines to develop and
mature the field of XAI, can be used to illuminate particular
shortcomings and bottlenecks in our research and industrial
efforts whilst simultaneously providing avenues to overcome
them; much like mentors might provide. In this vein, we can
now explore the specific terms of what we advocate for in this
positional paper, with inspiration from Miller’s survey [1].

Contextual Explanation

One of the truths that has been long-established by XAI
research is that there are usually far more possible explanations
than could reasonably be considered by a user. This motivated
many technical approaches to evaluate and select the presented
explanation based on statistical arguments. Unfortunately, the
most likely explanation is not always the best, and this is
approached in the social sciences by considering the multi-
plicity of available perspectives and selecting therein according
to the given context. This is the product of separate internal
and external frames of reference in a system for each agent
involved (similar to the Lagrangian and Eulerian perspectives
of particle motion in physics).

Explanatory models can encode relevant perspectives into a
framework with layers of explanation, such as the Aristotelian
“four causes”, which identifies archetypical explanations in
the material (physical phenomena or computation/data), formal
(patterns, appearance, shape, categories), mechanistic (agents
acting upon the object or data), and the functional (purpose,
goal, cause). Other frameworks may give different explanatory
layers that are relevant to user perspectives, such as for causal
models [27, 28] and structural models [29, 30].

To demonstrate, we give explanations for why “someone
was late” that use different perspectives of the same events:
“because of a rail fault at Borough station” (material explana-
tion), “because the Northern Line terminated early at London
Bridge” (formal explanation), “because of increased pedestrian
traffic across London Bridge” (mechanistic explanation), and
“because they slept through their morning alarm, which is
why this delay affected them” (functional explanation). Each
layer of explanation is valid, so determining which to use
is a key factor in the explanatory model. An explanatory
model that involves these perspectives can then provide better
explanations, such as a Tube map showing the outage for
the material and formal explanations, or a geographic map
visualising traffic delays for the mechanistic explanation.

It is known that users engage in different modes of abductive
reasoning relative to their contextual cognition, which implies
appropriate explanations be selected using psychological the-
ories (such as transference and dependence [31]) relevant to
contextually invoked layers in the explanatory model. For ex-
ample, human evaluations of formal explanations [32, 33] were
found to favour explanations consisting of intrinsic properties
(particularly normative categorical associations) over those
using extrinsic qualities (such as statistical correlations or
provenance). This inherence bias does not imply that extrinsic
factors should not be considered in formal explanations, but
instead provides insight into human modes of cognition that
should be considered in explanatory models for XAI.

Similarly, there is cognitive bias that is relevant to explana-
tion when there is a broader context, such as a preference for
functional explanations over mechanistic explanations when
the explanation aligns with the intention, but a preference for
mechanistic explanations when the intention diverged from
the outcome (e.g., failing a goal) [31]. This is important as
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it indicates that explanatory models need not be able to give
explanations at all levels simultaneously, and can be practi-
cable within the context an XAI is operating within without
this capability. However, if this is missing, then deployments
of such XAI should still be made while cognisant of these
levels, as they are indicative of questions that may be asked
of explanations. Therefore, analysis within the framing of all
levels of explanation should still be performed, to ascertain
what levels are necessary without sacrifice to usability, which
may be of benefit to technical implementations of XAI.

Causal Explanation
Perhaps the foremost form of explanation in XAI is causal

explanation. This involves some model of reasoning which
determines what factors and processes involved in a system
were responsible for a given outcome. Notably, this may iso-
late and ignore that which is only statistically correlated with
the outcome, and so some XAI techniques which solely argue
based on correlation are excluded from this category. There
are exceptions which integrate these statistical arguments as
part of their reasoning, in particular, we highlight abductive
reasoning as a family of sound methodologies that makes
full use of available and inferred statistical arguments, as it
has been shown to be significant in human reasoning and
explanation [34, 35]. Abductive causal explanation has a long
history in AI, with prior research in expert systems aiming
at providing human-centred explanations [1]. One benefit of
abductive reasoning in this role is that it can establish probable
explanations in absence of given priors, or make full use
of existing information (such as global model behaviour) to
compute the likely explanations efficiently and reliably.

However, solely evaluating or maximising the probability
of an explanation does not fully determine whether it is pre-
ferred by users for causal explanation, as a simultaneous and
competing bias towards simplicity has been demonstrated [28].
Explanations with fewer causes that support more events (sim-
ple and general) are preferred over complex ones, although
overgeneralisation is to be avoided [36, 35]. This makes it
disproportionately difficult, but not impossible, for more likely
but more complex explanations to overcome this bias towards
simplicity. It follows that XAI that produce understandable
explanations will typically focus on simpler explanations, even
at cost of statistical likelihood. This stands in contrast to
much of the existing XAI literature, though some methods
have human-centric verification of their statistical arguments
showing correspondence to known explanatory models [37].

The cognitive bias towards simplicity also comes up against
another bias relevant to causal explanations; how obstructions
elevate the importance of preconditions over the intention,
such as not having enough time or money [38, 27]. This
may be a special case of probability overcoming simplicity, as
obstructions that lead to failed actions are typically events with
near-certain probabilities that prevent an agent from fulfilling
its goals, but we feel it intersects with the bias towards
abnormal events, escalating the relevance of obstructions [38,
27]. In scenarios like this, the biases emphasise the impact

of an abnormal obstacle instead of the intended outcome,
which may be useful when establishing explanations that are
specifically actionable or can contribute to planning. Based on
the problem at hand, this may be an important consideration
to ensure users are more likely to understand and trust an
explanation, as these biases offset the increased complexity.

A frequent misunderstanding for AI practitioners arises in
mistaking causal attribution for a complete causal explanation.
Such causal attribution is typically in the form of causal chains
or closed-form, static visualisation of local and/or global
feature attributions. While a useful component in a causal
explanation, these are incomplete, and have not been found to
be interpretable by users, often resulting in misunderstanding
and misattributing causal factors despite the given causal
attribution [3]. Motivation for how we might develop XAI
that provides more intuitive, interpretable causal explanations
using attribution is given by Miller [1, 30].

Contrastive Explanation

A result from the social sciences that has received little
adoption from the XAI field is the utility and feasibility of
contrastive explanations. These are defined in terms of “why
was it P instead of Q” questions, meaning that only two cases
(an event and a counterfactual) and the difference between
them needs to be understood at a time by an explanatory model
[39, 38]; this has been found integral in causal reasoning and
generalisation [34]. It is surprising that few approaches in XAI
use this, as this seems much more technically tractable than
causal attribution, where the causes of an event must be fully
enumerated or reliably approximated — a taxing prospect.

Reasoning around the counterfactual in a contrastive expla-
nation is well established in the social sciences, with humans
engaging in a similar exercise to many XAI by (mentally)
simulating the counterfactual via “what if” questions. A crit-
ical challenge lies in how to efficiently perform this with
a large search space of possible counterfactuals, however
humans often seem to handle this with aplomb, so the technical
viability may improve by learning from humans here. Research
in the social sciences has devised and demonstrated practical
heuristics and biases that guide contrastive reasoning and
explanation in humans, such as preference for abnormal events
or selecting for high degrees of freedom [36, 1]. With an
appropriate explanatory model, implementing and evaluating
these biases may unlock significant improvements to both the
latency and the understandability of explanations.

XAI with contrastive explanatory models can thereby es-
tablish user understanding as part of an explanatory process,
as explanations will either be coherent with the existing
mental model and understanding of a user, or they will be
divergent. This may enable an XAI to actively aid a user
that misunderstands an explanation or demonstrates a flawed
mental model relative to the problem (say, due to insufficient
financial literacy) by probing the user with specific pedagog-
ical answers. Such an XAI can therein provide a learning
experience to the user, enabling further development of trust
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in situations it may have otherwise been prevented in, typified
by the annoying pattern of “talking past one another”.

These contrastive explanations can also provide technical
capabilities for XAI, as the heuristics seen in humans can sim-
ilarly enable an XAI to consider many complex explanations
despite the large search space of causal chains, which includes
identifying when not to provide a counterfactual if there are
simpler or more appropriate explanations without them.

To complete our motivation for contrast, we provide a
worked example of this inspired by the abnormal condition
model [40], where events outside the norm are given a
much greater weighting when determining what counterfactual
explanation to give. When asking “why was person A late
while person B was on time?”, we can compare “there was a
disruption on A’s journey” against “person B usually arrives
five minutes early”. The disruption is an example of an
abnormal event, unlike the latter explanation, and is preferred
under this model. Both are valid explanations, however it has
been demonstrated that the abnormal event can be preferable
in explanations, even with a lower prior chance [40, 41, 42].

Interactive Explanation
For any non-trivial system, there is no single, self-contained

explanation that will suffice for every given user. This is
often described as there being no “silver bullet” [43], with
the suggestion that an ensemble of explanations should al-
ways be at hand (though perhaps not presented all at once).
An important corollary of this is that XAI likely has need
for interactivity to select the appropriate explanation. When
viewed from the perspective of the social sciences, however,
an explanatory model is a conversation [44], which requires
some degree of interactivity (else it would be a monologue),
and is therein distinct from causal attribution. From there,
it follows that there are many explanations we can give, in
ensemble, that reflect different questions asked of an explainer.
This observation gives insight into how an explanation is
necessarily constructed with the user by some recursive con-
versational model until the user reaches a satisfactory level of
understanding [45].

Given that different users have distinct goals and reasons
for interacting with an XAI, it is clear that XAI should have
awareness of this, as it has been shown to affect the nature
of the explanation required and expected [46]. It may also be
pertinent to interactively provide specific levels of explanation
according to the context, as there may be many possible per-
spectives. This might be achieved by iterative refinement and
selection, which enables exploration for the explanatory model
relative to the user (discovering their relevant context) and in
reverse enables the user to explore relative to the model (to find
alternative contrastive explanations). This represents a learning
process, especially as combined with the prior explanatory
qualities, which enables the user to learn generalisations [34,
35] external to the XAI.

One underexplored topic from the social sciences is the
understanding for failure modes in human explanation. Models
for this would be essential for analysing and correcting user

misunderstanding, flawed explanatory models, and confusing
explanatory presentations. Indeed, further to the capacity for
user learning, we must know how users might not understand
an explanation to avoid them diverging further, which must
be made methodologically manifest so XAI designers know
what to avoid and how to resolve misunderstandings. There is
a pressing need for this, as merely the attempt at explanation
may not be found sufficient when under legal or regulatory
scrutiny, so further measures should be taken to ensure the
soundness of explanations with respect to preventing the
negative outcomes of confusion or outright misunderstanding,
instead of only focusing on ensuring the positive outcome.

A central pillar of interactivity is the selection of explana-
tions that are relevant to the questions asked of the explainer
[1]. This recognises two forms of context, that being the
global context of the use of an XAI, and the local context
of a specific invocation of its use. Such a dichotomy implies
that there is a cooperative dialogue to establish the (mental)
models of both the user and the explainer in-situ, which is
necessary to, for example, avoid explaining something the
user already understands. With this, the user can actively learn
with guidance from the explainer. Existing work has developed
explanatory models capable of this, such as those by Byrne
[47] and Miller [30]. Notably models based on argumentation
[48] can provide this with a rich logical structure that does not
rely on verbal or textual interaction, enabling integration with
existing XAI and ML techniques, including visualisations; see
Vassiliades et al. for a survey of argumentation in XAI [49].

Previous Work
Our prior work involved the co-design of XAI to explore

what design elements were important for user trust [50]. A
condensed version of this was presented in a workshop [51].
What emerged from participant responses was how natural
language explanations were found actionable and presentable,
and that their development had come about largely due to the
human-centred co-design process.

Natural language has fallen out of favour in XAI with the
rise of deep learning systems, compared to the prior state-
of-the-art during the era of expert systems, which was much
more amenable to this mode of explanation [1]. While natural
language generation continues to develop [52], it has been
noted that XAI faces many challenges in adopting it whilst
symbolic representation remains underrepresented [53].

We found, however, that satisfactory explanations did not
require that novel text be generated, enabling the technical
floor of implementation to be lowered to simpler state-machine
and templating techniques. This makes natural language expla-
nation much more accessible and feasible, but left the problem
of evaluating the performance of explanations unsolved. In this
space, the work of Miller [1] and Lombrozo [36] provided
clear arguments that this was not an open problem, but rather
one of implementation and validation according to transdis-
ciplinary learnings. While this stood in contrast to accepted
wisdom in many parts of XAI, this inspired us to follow our
findings and lead to our ongoing work.
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III. DISCUSSION

The frequent inadequacies in the research and engineering
of our field are, to once again echo Rudin [6], evidence that we
have not put sufficient emphasis and effort into understanding
the problems we are ostensibly tasking AI to solve, nor the
orthogonal problem of explanation in XAI. A model reflects
the understanding of a problem by operationalising its solution,
so to exclude the learnings from the social sciences and
HCI without evidence to the contrary is shown to be to the
detriment of AI, and could be construed as negligence.

It was previously shown that the number of researchers
engaging with social sciences and human behavioural ex-
periments is dismally low [54]. While this has improved in
recent years, particularly with the emergence of HCXAI, the
gap between the mainstream of AI research and XAI has
not demonstrably narrowed. Therefore, the cross-pollination of
this human-centric theoretical and experimental rigour, such as
argued for here and by other researchers [1], remains untapped
and therein underdeveloped — especially relative to the state-
of-the-art in research and industrial endeavours.

We reiterate that XAI, as is currently deployed, finds sole
use with AI and ML practitioners in an ad-hoc capacity [2].
While there is significant utility in XAI in debugging models
prior to and during deployment, we feel this belies a presump-
tion that end users and lay-persons are unable to understand
these models, or otherwise a reluctance to engage with such
external stakeholders. Regardless, current regulations [21] and
incoming legislation [23] requires that any data processing,
including that performed by AI, be able to provide sufficient
explanation. The limit of liability has yet to be tested out
fully in court, and will likely take some time to fully resolve,
however a proactive response necessitates that XAI and IML
form an extensive part of research and development. In order to
further the field, we must have awareness of the areas in which
AI has already shown historical oversights, such as improperly
accounting for racism and sexism [19, 20], and take measures
accordingly to prevent similar failings.

We argue that, as motivated, there are valuable transdis-
ciplinary theories and results whose learnings that we can
apply to XAI. We do not presuppose that all benefits and
capabilities transfer across without loss or error, but instead are
in favour of further experimental research that demonstrates
their integration into XAI has occurred within reasonable
margins. This comes from an argument that, to ensure XAI is
operationally and theoretically valid, it must be experimentally
verified in a human-centric manner, to ensure that it is fit for
purpose and actually engages users properly with understand-
able, transparent, and trustworthy models.

For XAI in particular, the problem of explanation, and
the evaluation thereof, should be our principle quandary. As
demonstrated by the social sciences, statistical arguments for
the correctness of an explanation are rarely satisfying, but
may be useful as a secondary factor. Unfortunately, much
of XAI is motivated by these arguments, and it has lead to
explanations that were unintentionally misleading [3], which

may be preventable by building upon teachings from the social
sciences and HCI that guide how to generate, select, and
present explanations for users and lay-persons.

Unfortunately, when under scrutiny, LLMs have not fol-
lowed through on the much lauded capabilities that are so en-
gaging the AI community. Similarly, nothing has demonstrated
the capacity for breadth and depth that humans possess, with
the state-of-the-art being either narrow and deep or broad and
shallow. If we are to avoid the rampant escalation of model size
and the environmental and human consequences therein [55],
then we must accept that there is inherent, intrinsic knowledge
and structure that should be incorporated into AI — ironically,
this fact has been apparent in how neural network “architec-
tures” are central to the learning that enables much of our state-
of-the-art, so really it just extends this to ask what other struc-
ture and knowledge should be encoded. Recognition of this has
enabled state-of-the-art that uses an ensemble of task-specific
architectures and ingrained knowledge that enables human-
level performance [56], validating this argument. Therefore,
to establish what knowledge and structure is appropriate for a
given problem domain, and how best to integrate it, we should
engage with the existing and ongoing research in relevant
fields that establishes useful models and evaluations, enabling
proper motivation and empirical demonstration, including the
baseline we ultimately compare to: humanity. With this, AI
can engage with humans, augmenting their capabilities.

Ancillary to this point, at least at current, will be the
research about generalised interactions. Currently, AI-human
interactions still requires significant development, however this
HCI will eventually give way to complex group conversations
and interactions. How best should an AI and human cooperate
in order to communicate together with another human, such as
support agents with customers or experts with regulators? Sim-
ilarly, how can AI-human pairings interact with one another ef-
ficiently, as we might envisage with the promises of assistant-
level AI? This will likely involve asymmetry as humans use
different (perhaps tailored) AI to meet their needs and desires,
including ensembles, making all interactions potentially many-
to-many. We are starting to see AI that seek to engage with
these spaces [15], but shockingly little research has been done
in this field to accommodate and evaluate this.

Speaking to the variability of scenarios that will be encoun-
tered in deployment of XAI, it may be prudent to ensure
that users are considered in all steps of development. The
user is the one that will engage with an XAI, ask questions
of it and its explanations, and is the avenue through which
computer decisions and support are made manifest. We should
be respectful of the available time the user has to digest
explanations and interact with a system, the purposes for which
they are using or recipient to the system, and the degrees of
freedom available to the user. In the real world, an employee,
a customer, an ML engineer, a regulator, and so forth all differ
in these regards and more, and all have valid perspectives and
uses for AI; it seems best that XAI are available to meet these
disparate requirements, rather than assume one-size-fits-all, as
the broadly accepted lack of “silver bullet” already suggested.
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IV. ONGOING WORK

Following the findings from our previous work, and mo-
tivated by the insights brought to XAI by Miller [1], we
are developing counterfactual HCXAI based on the position
described here. It is still in an early phase, with an ongoing
iterative process that seeks to improve on the methodology
of our previous work in both breadth and depth. Our hope
is that we demonstrate HCXAI, as informed by the social
sciences, can be both practicable and a reliable approach to
providing and presenting effective explanations. By evaluating
HCXAI using empirical methodologies that include human-
centred considerations, we aim to reveal how researchers
and industry might design counterfactual explanations that
can promote trust and understanding of XAI for users. We
have focused on explanations and HCXAI in the financial
and banking domain as this is an area that has many high-
stakes decisions that users should have effective explanations
for and a significant degree of trust in. Stakeholders in this
area also have a forward-thinking proactivity to the challenges
in AI and ML, and emphasise providing explanations and
transparency on all levels for customers, support staff, and
regulators alike. It also provides additional challenges that
have not been explored extensively in XAI, such as regarding
adversarial attacks, which has only recently been recognised
in AI as an important part of model integrity. We feel these
challenges will be fruitful signposts to future developments
within the space of human-centred XAI and IML.

V. CONCLUSION

This paper argues that human-centred explanations are a
central part of HCXAI, which forms a grounded approach to
XAI. We expand prior arguments for XAI that understands the
problem domain deeply by reflecting upon XAI and explana-
tion itself, provoking conceptions of XAI that are informed by
explanatory models verified by the social sciences.

We hold the position that human-centred AI is viable and
practicable through HCXAI research, drawing from principles
that have been empirically validated by social sciences, HCI,
and AI research. At present, XAI is insufficiently motivated
by these learnings, with approaches justified in absence of
empirical verification and human-centred considerations [57,
58, 59, 60]. We argue that the discussed qualities of causal,
contrastive, contextual, and interactive explanations contribute
holistically to ensuring understandable and human-centred ex-
planations, and that there are technical arguments that suggest
implementation is a viable endeavour.

We specifically posit that interactive selection of counter-
factual explanations that are causal, contrastive, and contextual
will demonstrate a practicable XAI approach that gives effec-
tive explanations, as indicated in our previous and ongoing
work and noted by the social sciences. Counterfactual XAI
already corresponds closely to existing models for effective
explanation, however their presentation and mode of explana-
tion is often lacking in practice [2], so we suggest an emphasis
on natural language counterfactuals.

To clarify, we broaden our intent towards natural language
as including structured and semi-structured outputs (including
mixed-media), such as bullet points and iconography, which
may correspond to natural language idioms (e.g., punctuated
lists) and conversational elements — at times non-verbal, such
as gestures and indication, emotives, and imagery. This is not
a stance that all explanation should be natural language and
textual only, but rather that more XAI should consider its
usage when presenting explanations, and that XAI relying on
graphical techniques can still benefit from the conversational
considerations that comes from these explanatory models.

Based on the arguments presented here, the breadth and
experimental validity of the literature we draw upon, recent
work by others in actualising similar positions [30, 61], and
our ongoing work, we feel that our position is substantive and
occupies an emergent space relative to prior efforts. There is
a clear need for XAI that operates at the user level, therefore
ensuring correctness and soundness of an XAI should involve
human-centred considerations to provide appropriate explana-
tions for these users. While our ongoing work is tailored to
XAI in financial domains, we feel that the given arguments still
hold in adjacent domains and in general, though continue to
recommend that any transfer be validated experimentally. With
the shifting research environment and pressing situation, we
feel that HCXAI and transdisciplinary work is critical in high-
stakes problem domains, and remains beneficially applicable
beyond those domains. It is our hope that HCXAI contributes
towards a diversity of solutions to meet these challenges.
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Abstract— The European Commission has issued a draft 
standardisation request to CEN and CENELEC for the 
development of standards for safe and trustworthy AI. The 
standards will serve as the basis for the implementation of the 
AI Act when the Regulation is eventually adopted. International 
standardisation activities in the field of AI have already been 
underway for several years. European standard organisations 
can leverage the proliferation of international standards by 
adopting them to support the AI Act. However, the 
standardisation of artificial intelligence in Europe shall consider 
the specific requirements and objectives of the AI Act, including 
respect for fundamental rights and Union values. This paper 
discusses the main alignment challenges for European 
standardisation, and puts forward possible solutions to address 
these issues. 
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I. INTRODUCTION 
The European Commission has issued a draft 

standardisation request to CEN and CENELEC in support of 
safe and trustworthy artificial intelligence [1]. The draft 
identifies ten areas in which CEN and CENELEC are called 
upon to draft and adopt standards. These standards will serve 
as the basis for the development of European harmonised 
standards to support the implementation of the AI Act [2] 
when the Regulation is finally adopted, paving the way for 
European standards for Trustworthy AI.  

At the international level, standardisation in the field of 
artificial intelligence has been progressing for several years. 
ISO/IEC JTC 1 established Subcommittee 42 on Artificial 
Intelligence in 2017 [3]. In 2016, IEEE launched the Global 
Initiative on Ethics of Autonomous and Intelligent Systems, 
which includes the P7000 series of standards [4]. ITU has 
focus groups dedicate to AI since 2017 [5]. According to AI 
Standard Hub [6], a UK initiative dedicated to monitoring the 
field of standardisation for AI technologies, these three 
standard development organisations (SDOs) alone have 
published or are developing nearly 150 AI-related standards. 

European standardisation organisations (ESOs) can 
leverage the proliferation of international standards in the field 
of artificial intelligence. Rather than starting from scratch, 
ESOs can adopt international standards to support the AI Act. 
Several international standards by ISO/IEC and IEEE that 
could support the AI Act have already been published, others 
are under development, and still others will certainly emerge 
in the near future.  

Specific agreements between international SDOs and 
ESOs exist to facilitate the adoption of international standards 
as European standards. The Vienna Agreement and the 
respective implementing guidelines set out the terms of 
technical cooperation between ISO and CEN [7], [8]. The 

Frankfurt Agreement describes the cooperation arrangements 
between IEC and CENELEC [9]. These institutional 
arrangements are crucial to avoid duplication of effort, reduce 
time, and bring together the expertise needed to realise AI 
standards.  

While international standards can provide a valuable 
foundation for the development of European standards 
supporting the AI Act, the adoption of these international 
standards should consider the potential misalignments 
between the content of the international standards and the 
specific requirements and objectives of the AI Act. This issue 
is particularly pressing, as the AI Act aims to ensure that AI 
systems marketed and used in Europe comply with existing 
laws on fundamental rights and Union values. However, 
international standards are typically developed to be neutral 
with respect to national and regional interests, as required by 
the WTO Principles for the Development of International 
Standards [10]. Therefore, the adoption of international 
standards as European standards should take into account any 
possible misalignments and work to address them to ensure 
that the resulting standards support the objectives and 
requirements of the AI Act. In addition, the use of European 
harmonised standard is an instance of co-regulation, where 
private market actors are entrusted with the implementation 
EU law through the codification of technical knowledge. 
Given this delegation of powers, it is crucial to ensure that the 
resulting standards are legitimate, accessible, and 
representative of the interests of all the affected stakeholders.  

This raises two alignment challenges faced by ESOs and 
European institutions. The first narrow challenge involves 
aligning the content of standards with the requirements of the 
AI Act. When European and international standards are 
adopted as harmonised standards, they can be used to 
demonstrate compliance with the Regulation. Therefore, it is 
crucial that the content of these standards effectively 
operationalise the requirements of the AI Act. 

The second broad challenge concerns the legitimacy of 
delegating regulatory power from public institutions to ESOs 
and private international SDOs. The AI Act primarily 
provides high-level requirements for high-risk AI systems, 
while the specific technical criteria necessary to satisfy these 
requirements will be established by harmonised standards. As 
a result, it has been argued that “standardization is arguably 
where the real rule-making in the Draft AI Act will occur.” 
[11] This raises an important question of legitimacy, 
particularly given the AI Act’s explicit goal of safeguarding 
fundamental rights. 

This paper aims to examine the alignment challenges faced 
by European standardisation. It provides a clarification of the 
issues at stake and advances some possible solutions. It is 
organised as follows. The second section of the paper analyses 
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the role of standards in the AI Act and the Commission’s draft 
standardisation request. In the third section, the paper focuses 
on the main alignment challenges, distinguished between 
narrow and broad challenges. In section four, the paper makes 
some proposals to address these challenges. Finally, the 
conclusion summarises the key findings of this paper and 
describes future lines of research. 

II. THE ROLE OF STANDARDS IN THE AI ACT 
The EU AI Act establishes a risk-based regulatory 

framework to develop and use AI systems in Europe, 
providing different regulatory regimes for AI applications 
according to their category of risk. The proposed Regulation 
identifies four categories of risk: unacceptable risk, high risk, 
limited risk, and minimal risk. These risk categories are 
determined according to the impact of AI systems on health, 
safety, or fundamental rights of individuals. 

Unacceptable risk AI systems are forbidden under the 
proposed Regulation. They include manipulative systems, 
social scoring systems, and (with some exception) biometric 
systems. The rationale behind the ban to these applications of 
AI systems is the level of harm that the manipulative, 
exploitative and social control practices enabled by these 
kinds of AI systems may cause to the health, safety, and 
fundamental rights of people. Although the scope and 
effectiveness of these prohibitions are debated [11], these 
provisions set a red line for Trustworthy AI. 

 High-risk AI systems, as defined in Article 6 and Annex 
III of the AI Act, include, among others, those used in 
education and vocational training, employment, workers 
management and access to self-employment, law 
enforcement, administration of justice and democratic 
processes [12]. For high-risk AI systems, the Regulation sets 
out a number of requirements that these systems must comply 
with in order to obtain the CE marking and be legally placed 
on the EU market. These requirements, outlined in Chapter II 
of the Regulation, cover the following areas: risk 
management, data quality and governance, technical 
documentation, record keeping, transparency and provision of 
information to users, human oversight, accuracy, robustness, 
and cybersecurity.   

The AI Act is based on the regulatory approach defined in 
the New Legislative Framework (NLF) [13]. The NLF 
consists of a set of Regulations and Decisions establishing 
rules to ensure that products commercialised in the EU market 
meet certain safety and quality standards. The New 
Legislative Framework is implemented through a mix of 
conformity assessment, accreditation, and market 
surveillance. Under the NLF, the content of the legislation is 
restricted to the definition of essential requirements for 
products, while the technical specification of these 
requirements is left to the European harmonised standards. A 
European harmonised standard is a European standard 
adopted at the request of the Commission for the purpose of 
implementing Union legislation. ESOs, i.e., CEN, CENELEC, 
and ETSI, are responsible for creating harmonised standards 
following a request from the European Commission.  When a 
harmonised standard meets the requirements outlined in the 
corresponding Union legislation that it aims to cover, the 
Commission publishes a reference in the Official Journal of 
the European Union. Only harmonised standards can be used 
to show compliance with relevant legislations and benefit 

from a presumption of conformity with legislative 
requirements [14]. 

The AI Act includes provisions for the use of harmonised 
standards to comply with the requirements of the Regulation. 
Article 40 provides that high-risk AI systems that conform to 
harmonised standards or parts thereof shall be presumed to be 
in conformity with the AI Act’s requirements. This means that 
providers of high-risk AI systems can demonstrate 
compliance with the requirements of the Regulation by 
following harmonised standards that cover those requirements 
[15]. That is why, as Vaele and Borgesius state, 
“standardisation is arguably where the real rule-making in the 
Draft AI Act will occur” [11].  

The Commission’s recent draft standardisation request 
paves the way for the realisation of these standards [1]. The 
request contains the rationale and terms of the request, a set of 
requirements for the prospected standards, and a ten-item list 
of standards and standards deliverables to be drafted and 
adopted. CEN and CENELEC are the primary recipients of 
the request, with ETSI mentioned as a possible contributor to 
fulfil the request. The required standards will serve as a basis 
for the development and adoption of European harmonised 
standards to support the implementation of the AI Act when it 
becomes applicable.  

The Commission encourages collaboration between ESOs 
and International SDOs, and the possible adoption of 
standards by ISO/IEC on the basis of the Vienna and the 
Frankfurt agreements. Furthermore, the Commission requires 
ESOs to involve SMEs and civil society organisations in the 
standardisation process. Moreover, the standards produced in 
response to the request should be aligned with the 
Commission’s policy objectives in the field of AI. They 
include, in addition to the specific objectives of the AI Act, 
the safety of AI products and services, the respect of 
fundamental rights and European Values, the digital 
sovereignty of the Union, the growth of the AI market, the 
public interest, and the rights of persons with disabilities. 
Finally, the 10 areas on which CEN and CENELEC are to 
produce or adopt standards corresponds to some of the 
requirements and obligations put forward in Chapters II and 
III of the AI Act. They include risk management, governance 
and quality of datasets, logging, transparency, human 
oversight, accuracy, robustness, cybersecurity, quality 
management, and conformity assessment. 

To meet the standardisation request, CEN/CENELEC may 
develop its own homegrown standards or adopt international 
standards as European standards. The latter is a common 
practice. Almost half of the 3,500 CEN / CENELEC 
harmonised standards cited in the Official Journal are based 
on international standards [16].  

While the AI Act’s reliance on harmonised standards may 
provide clarity and consistency for providers of high-risk AI 
systems, there are challenges ahead in aligning these standards 
with the AI Act’s requirements. Additionally, there are 
concerns about the compatibility between the standardisation 
processes and democratic principles. These issues are 
discussed in the next section to provide a deeper 
understanding of the complexities of AI standardisation in 
Europe. 
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III. ALIGNMENT CHALLENGES FOR EUROPEAN AI 
STANDARDISATION 

Whether CEN/CENELEC develops its own home-grown 
standards or adopts international standards, two types of 
“alignment challenges” arise. On the one hand, standards need 
to be aligned with the requirements and objectives of the 
Regulation (“Alignment with the AI Act” issue). This is 
particularly pressing in the case of the adoption of 
international standards as European harmonised standards. On 
the other hand, it must be ensured that the standardisation 
process is aligned as much as possible with democratic and 
participative processes (“Alignment with democratic 
processes” issue). This is particularly significant since these 
standards will be implementing a Regulation aimed at 
safeguarding the fundamental rights of individuals, a topic 
hitherto unknown to technical standardisation bodies. 

A. Alignment with the AI Act 
Several of the ten areas identified in the standardisation 

request are covered by international standards that are either 
published or currently under development. For example, there 
are standards addressing risk management (ISO/IEC 23894), 
data quality and governance (ISO/IEC CD 5259 series), 
transparency (IEEE 7001, ISO/IEC AWI 12792), human 
oversight (ISO/IEC 8200, ISO/IEC PWI 18966), accuracy 
(ISO/IEC TS 4213:2022), robustness (ISO/IEC TR 24029-1, 
ISO/IEC DIS 24029-2), and cybersecurity (ETSI SAI series). 
Other standards, although not directly related to the ten areas 
mentioned in the standardisation request, are relevant to some 
of the requirements of the AI Act, e.g., standards on bias 
(ISO/IEC AWI TS 12791, ISO/IEC TR 24027, P7003), testing 
(ISO/IEC TR 29119-11), verification and validation (ISO/IEC 
TS 17847). However, there is currently a lack of standards in 
the areas of logging, AI quality management system, and 
conformity assessment. Nevertheless, it is expected that 
standards will emerge for these areas, particularly at the level 
of ESOs, under regulatory pressure.  

Although numerous standards are related to the domains 
outlined in the standardisation request, their suitability for 
operationalising the requirements of the AI Act is not 
guaranteed. In order to determine the appropriateness of a 
particular standard for a specific requirement of the AI Act, a 
thorough comparison between the requirement and the 
pertinent standard’s content is needed. This methodology has 
already been adopted by a recent report on the subject by the 
JRC, the European Commission’s knowledge and science 
service [17]. However, such “suitability analysis” is currently 
restricted to published standards. Consequently, the present 
analysis will focus on ISO/IEC 23894:2023 [18] in relation to 
the AI Act’s Article 9 on risk management, and IEEE 7001 
[19] in relation to Article 13 on transparency.  

1) Risk Management: Article 9 and ISO/IEC 23894:2023 
Article 9 of the AI Act requires the establishment of a risk 

management system (RMS) for high-risk AI systems to be 
implemented, documented and maintained throughout their 
entire lifecycle. The RMS shall be a methodical process, 
comprising several steps. It starts with identifying and 
analysing known and foreseeable risks associated with high-
risk AI systems, followed by estimating and evaluating risks 
emerging from the intended use and any reasonably 
foreseeable misuse. The RMS shall also evaluate other 
possible risks based on data gathered from post-market 

monitoring. Upon completion of this analysis, suitable risk 
management measures shall be adopted. 

The goal of the RMS is to ensure that the overall residual 
risk is acceptable. These residual risks shall be communicated 
to the user. When implementing risk management measures, 
the focus should be on eliminating or reducing risks through 
appropriate design and development choices, implementation 
of mitigation and control measures for risks that cannot be 
eliminated, and provision of adequate information and 
training to users.  

Article 9 also provides that high-risk AI systems shall be 
tested to identify suitable risk management measures and 
ensure they perform consistently. The testing procedures shall 
be appropriate for the intended purpose of the high-risk AI 
system and performed at suitable points during the 
development process, before placing on the market.  

Presently, the sole published standard concerning AI risk 
management is ISO/IEC 23894. An examination of this 
standard reveals that although it integrates certain aspects of 
Article 9 and the corresponding area of the draft 
standardisation request, it fails to incorporate others. On the 
one hand, the standard aligns with Article 9 by establishing 
that risk management is executed iteratively throughout the 
entire life cycle, documented comprehensively, and aimed at 
reducing risk to acceptable levels. On the other hand, it does 
not mandate communication of residual risks to users or 
consideration of risks associated with foreseeable misuses. 
Additionally, it lacks specific testing procedures for 
identifying risk management measures and does not provide 
metrics or probabilistic thresholds for conducting testing. 
Nevertheless, guidance on this matter may be found in 
standards for testing of AI system like ISO/IEC TR 29119-11 
[20]. 

Another element that misaligns ISO/IEC 23894 from 
Article 9 is the different conception of risk that underlies the 
standard compared to the AI Act. The standard focuses on 
organisational risks, which are uncertainties that could impact 
an organisation’s objectives, while the Regulation considers 
risk as potential harm to individuals’ health, safety, and 
fundamental rights. This factor limits the adequacy of 
ISO/IEC 23894 in operationalising the AI Act’s RMS 
requirements. 

Finally, a key limitation of the ISO/IEC 23894 is that it 
provides recommendations rather than requirements. In the 
standardisation field, the distinction between requirements, 
typically introduced by “shall”, and recommendations, 
introduced by “should”, is crucial because only standards 
containing requirements can be used for conformity 
assessment. Standards supporting the AI Act must be suitable 
for conformity assessment in order to verify that an AI system 
comply with the Regulation’s requirements. However, since it 
is not possible to demonstrate compliance with ISO/IEC 
23894, this standard is not an appropriate solution for 
operationalising the RMS requirements of the AI Act. 

2) Transparency: Article 13 and IEEE 7001 
Requirements on transparency and provisions of 

information to users are provided in Article 13 of the AI Act. 
It requires that high-risk AI systems be designed and 
developed to ensure a sufficient level of transparency that 
allows users to interpret the system’s output and use it 
properly. High-risk AI systems shall also be accompanied by 
instructions providing concise, complete, correct, and clear 

100



 
 

information that is relevant, accessible, and easy for users to 
comprehend.  

The information provided shall include several elements 
concerning the characteristics, capabilities, and performance 
limitations of the high-risk AI system, including its intended 
purpose, the level of accuracy, robustness, and cybersecurity 
tested and validated for the system, and any known or 
foreseeable circumstances that may impact these levels. The 
information shall also specify any known or foreseeable 
circumstances that could pose risks to health, safety, or 
fundamental rights. Moreover, the system’s performance 
concerning the persons or groups it is intended to be used on 
shall be described.  

Additionally, Article 13 establishes that human oversight 
measures, including the technical measures implemented to 
facilitate users’ interpretation of AI system outputs, be 
detailed. Lastly, the high-risk AI system’s expected lifetime 
should be disclosed, along with necessary maintenance and 
care measures to ensure proper functioning, including 
software updates. 

IEEE 7001 is pertinent to Article 13 of the AI Act and the 
corresponding area of the draft standardisation request. The 
standard defines six levels of transparency, ranging from level 
0 (no transparency) to level 5 (highest attainable level), and 
specifies these levels for three stakeholder groups: users of 
autonomous systems, the general public and bystanders, and 
expert stakeholders. For each group, criteria are given to 
assess the transparency level of an AI system from 0 to 5. The 
standard can serve two purposes: evaluating the transparency 
of an existing AI system through a System Transparency 
Assessment (TSA) or guiding the design of a new system by 
addressing the transparency needs of each stakeholder group. 
However, IEEE 7001 does not provide specific guidance on 
incorporating transparency into AI systems. 

IEEE 7001 aligns with Article 13 in multiple ways. Firstly, 
it considers transparency as the disclosure of information 
concerning the system’s purpose, context of use, capabilities, 
and limitations. Secondly, the standard assumes that the goal 
of transparency is to enable users understand the AI system. 
Thirdly, it acknowledges the necessity to differentiate the type 
of information provided according to users. This is in line with 
the requirements of Article 13. In addition, IEEE 7001 
explicitly mandates information disclosure on AI system 
performance, particularly for the stakeholder category of 
“validation and certification agencies and auditors” at 
transparency level 3. As required by Article 13, IEEE 7001 
also requires the release of information about data and 
maintenance instructions at transparency level 1 for the 
stakeholder category of “users”. As discussed in the JRC 
report [17], IEEE 7001 also establishes requirements relevant 
to Articles 12 and 14 of the AI Act on logging and human 
oversight, respectively. 

IEEE 7001 may be suitable for assessing whether an AI 
system is compliant with the requirements of Article 13. To 
achieve this, it is essential to determine the appropriate level 
of transparency required for each stakeholder category in 
accordance with the AI Act’s requirements. The highest 
transparency levels in IEEE 7001, such as levels 4 and 5, 
establish requirements that go far beyond those of the AI Act, 
for example on explainability. In some cases, level 1 is 
sufficient for compliance with some of AI Act’s requirements, 

while in other instances, it is necessary to reach level 3, 
depending on the stakeholder category. 

3) Narrow challenges for European AI standardisation 
These suitability analyses enable us to pinpoint key 

challenges in ensuring that future harmonised standards align 
with the requirements of the AI Act. 

First, the current alignment, or lack thereof, between 
international standards and the AI Act’s requirements is 
coincidental. Both ISO 23894 and IEEE 7001 were being 
developed prior to the European Commission’s release of the 
AI Act’s initial draft. As a result, the alignment of IEEE 7001, 
for example, is unintentional. Nevertheless, IEEE 7001 
demonstrates that international standards can be adopted as 
harmonised standards when their requirements are more 
stringent than those of the AI Act. In such instances, it is 
possible to identify which clauses of the standard are to be 
followed to meet the requirements [21].  

Better alignment can be achieved through the development 
of new standards by ESOs, which can explicitly consider and 
operationalise the AI Act’s requirements within the standards. 
Moreover, this approach promotes greater alignment with 
European specificities, such as EU policy objectives and 
European values and fundamental rights. However, this 
seemingly straightforward solution encounters significant 
practical obstacles, such as time constraints, lack of expertise, 
and market resistance to regional standards in favour of global 
ones. 

Another challenge lies in linking the AI Act’s 
requirements to appropriate standards or their respective 
sections. The complexity of this task arises from the low 
probability that a single standard will match exactly with one 
of the AI Act’s requirements. Often, an article in the AI Act 
contains provisions that are operationalised across multiple 
standards. For example, Article 9, which focuses on risk 
management, also covers testing requirements that are 
separately dealt with in the standardisation process. On the 
other hand, a single standard may be relevant to several AI Act 
requirements, as illustrated by IEEE 7001’s connection to 
parts of Articles 12, 13, and 14. 

It is therefore crucial to evaluate a standard’s suitability, 
preferably during the development phase rather than ex post. 
However, the assessment of compliance with legislative 
requirements for documents drafted by ESOs remains unclear. 
According to the Regulation on European standardisation 
[22], the Commission and the ESOs “shall assess the 
compliance of the documents drafted by the ESOs with its 
initial request”. Nonetheless, the scope and depth of the 
Commission’s assessment are debated [23]. In the past, the 
publication of harmonised standards references in the Official 
Journal did not involve a systematic ex ante control of the 
standard by the Commission. More recently, however, the 
Commission has established a more thorough assessment of 
harmonised standards, involving external private entities such 
as HAS consultants [24]. Specifically, the assessment of a 
document’s compliance with a request and any related legal 
requirements should focus on two main issues: identifying and 
assessing the extent to which the document covers and 
addresses the requirements specified in the request, and 
evaluating whether the document thoroughly addresses the 
covered requirements of a request. [25]. 

Beyond the question of the legal legitimacy of this 
assessment [23], such an evaluation seems necessary to ensure 
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alignment between the standards and the AI Act’s 
requirements. In particular, this process should involve 
examining both substantive and formal aspects to guarantee 
that the standard’s content effectively operationalises the 
Regulation’s requirements. 

When determining the compliance of ESOs’ documents 
with the standardisation request, fundamental rights and 
European values will be of utmost importance. In areas where 
technical and value concerns intersect, such as risk 
management, data quality and governance, and human 
oversight, ensuring the adequacy of standards can be 
challenging. For example, Article 10 requires datasets to be 
complete and error-free. This requirement, however, seems 
difficult if not impossible to implement [26]. In addition, 
Article 10 mandates an examination of training datasets for 
high-risk AI systems for potential bias. However, it is 
uncertain whether the technical specifications of the standards 
can provide a clear determination of what bias are and how to 
identify them, and especially whether they are entitled to do 
so [27].  

This issue highlights a broader issue: the capacity of 
standards to sufficiently protect fundamental rights and 
European values and their legitimacy in doing so. This topic 
is further explored in the subsequent section. 

B. Alignment with democratic processes 
The delegation of powers to ESOs entailed by the NLF has 

been criticised in the past for many reasons. Constitutional 
concerns have been raised about the use of harmonised 
standards to support European legislation [28]. ESOs operate 
as private rule makers that are not bound by the same 
transparency requirements as public authorities. Moreover, 
these organizations are not held to the same level of oversight 
and accountability as governmental bodies. Since these 
standards are formulated by non-elected private entities, they 
lack the democratic legitimacy typically associated with 
public rule-making.  

Another issue revolves around the inclusiveness and 
accessibility of the standardisation process for all interested 
stakeholders. While the Regulation on European 
standardisation encourages the involvement of organisations 
representing civil society interests in standardisation, there are 
doubts about the effectiveness of these provisions in ensuring 
the effective participation of social stakeholders [29]. 

Because of these concerns, the new European 
standardisation strategy [30] aims to improve the governance 
of ESOs and make their decision-making process more 
transparent, accessible and inclusive in order to increase their 
legitimacy. This is particularly relevant to the standardisation 
of artificial intelligence and become even more significant due 
to the fact that harmonised standards must contribute to the 
objectives of the AI Act, which aims to safeguard fundamental 
rights. 

1) Legitimacy of the European standardisation process: 
Transparency, inclusiviness, and accessibility 

The legitimacy of using harmonised standards to support 
European legislation is a subject of intense debate among legal 
scholars [31]. Legal scholarship distinguishes between three 
dimensions of legitimacy. First, “input legitimacy” concerns 
the involvement of stakeholders in the development of 
standards that directly impact them. This element ensures that 
their perspectives and interests are taken into consideration. 

Second, “throughput legitimacy” pertains to the presence of 
mechanisms that ensure transparency and accountability 
during the standard-setting process. These mechanisms aim to 
maintain the integrity and fairness of the procedures involved. 
Lastly, “output legitimacy” focuses on the positive outcomes 
resulting from the standardisation process, such as increased 
efficiency, predictability, and overall benefits for those 
affected by the standards [31].  

As ESOs are private entities, determining the legitimacy 
of their role as de facto rule-makers can be challenging. To 
ensure legitimacy, ESOs should at least consider and protect 
all citizens’ interests in standard setting, guaranteeing equal 
representation and balancing stakeholders’ interests. 
However, this is not always the case. 

The Regulation on European standardisation attempts to 
provide legitimacy by establishing participation and 
transparency obligations for ESOs. However, many 
stakeholders face significant challenges in effectively 
participating in and influencing the standardisation process. 
SMEs and social stakeholders, such as Annex III 
organisations representing consumers (ANEC), the 
environment (ECOS), trade unions (ETUC), and smaller 
companies (SBS), only possess observer status without voting 
rights [32]. As a matter of fact, standardisation is 
predominantly driven by industry. The European Commission 
acknowledges this by stating that the industry is “the key 
stakeholder in standardisation, the ‘engine’ of all 
standardisation and the main influencer of European 
standardisation” [25]. Even among industry actors, large 
players generally wield much more influence than other 
market participants. Small and medium-sized enterprises are 
often practically excluded from participating in technical 
committees due to financial and time constraints [31]. Finally, 
the standardisation process is completely intransparent to the 
general public. No information is publicly available on the 
technical committees, the participants in the standardisation 
process or the decisions taken [27]. 

The problem of insufficient legitimacy is further 
exacerbated for international standards not developed by the 
ESOs, as they are not required to comply with the procedural 
prerequisites outlined in the Regulation on European 
standardisation. When an international standard is adopted as 
a European standard, there is no assurance that all 
stakeholders’ interests have been considered in the process. 
However, when these standards are adopted as harmonised 
standards to implement European legislative acts, they have 
legal effect such as presumption of conformity. 

Finally, as discussed in more detail in the previous section, 
legitimacy issues also arise in relation to the effective ex ante 
control by the Commission over ESOs’ standards before their 
adoption as harmonised standards. Strict control by the 
Commission would be in opposition to the core philosophy of 
the New Legislative Framework, which encourages public-
private partnerships and co-regulation as a means to develop 
better policies [23]. 

Ensuring a sufficient degree of transparency, 
inclusiveness, and accessibility is essential for guaranteeing 
an acceptable level of legitimacy in the standardisation 
process. This issue has grown increasingly urgent following 
the European Court of Justice’s judgment according to which 
European standards “form part of EU Law” as “measures 
implementing or applying an act of EU Law” [34]. Despite 
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this judgment, however, several legal questions remain 
unresolved and continue to be debated [35]. Unlike other 
legislative acts, standards are not subject to judicial review. In 
addition, they are protected by copyright, exempting them 
from the publicity requirement of the law. Moreover, ESOs 
maintain their status as private entities while producing 
standards that carry legal effects. The notion that standards are 
part of EU law has consequently raised additional questions 
[36], but these matters fall beyond the scope of this paper and 
will not be discussed here. 

Following the ECJ judgment, the European Commission 
implemented a series of changes to the standardisation 
procedure in order to comply with the court’s decision. One 
significant change was the shift from publishing decisions on 
the publication of harmonised standards references in the C 
series (Communication) of the Official Journal to the L series 
(Legislation). The Commission also replaced the previous 
system of NA Consultants (New Approach Consultants) with 
HAS Consultants (Harmonised Standards Consultants) since 
mid-2018. Finally, the Commission modified its 
standardisation requests, providing more detailed information 
about the harmonised standards to be adopted and introducing 
an expiry date for the validity of the decision [23]. 

2) The new standardisation strategy 
The changes triggered by the ECJ judgment culminated in 

the new standardisation strategy [37] and a proposal to amend 
the Regulation on European standardisation [38]. Both 
initiatives aim to improve the internal governance and 
decision-making procedures of ESOs. On the one hand, they 
want to improve the transparency, accessibility, and 
inclusiveness of the standardisation process in order to 
strengthen its legitimacy. On the other hand, they want to 
improve the ability of harmonised standards to foster EU 
values, policy objectives and regulatory implementation. 

The standardisation strategy underscores the significance 
of harmonised standards within the EU single market, which 
have facilitated companies’ compliance with EU regulations 
and advanced interoperability, safety, and environmental 
protection. Nevertheless, the strategy also recognises the 
mounting global competition in standardisation, as countries 
outside the EU adopt aggressive approaches to provide their 
industries with a competitive advantage. In many cases, 
private, non-European industry-led consortia are more 
efficient in developing standards, leading to Europe losing its 
“first mover” advantage in new and emerging technologies. 
Consequently, the strategy advocates for a shift, proposing 
measures to reinforce the centrality of standards in fostering a 
resilient, environmentally friendly, and digitally driven EU 
single market, while bolstering the European standardisation 
system’s global influence. This is even more important since 
“more than ever, standards do not only have to deal with 
technical components, but also incorporate core EU 
democratic values and interests, as well as green and social 
principles”. 

The strategy aims to enhance the standardisation system 
by addressing urgent standardisation needs in crucial areas 
such as medicine production, recycling of critical raw 
materials, semiconductor chips, data interoperability, and 
digital technologies. To address these urgencies and anticipate 
future needs, the Commission intends to implement several 
measures. First, they will establish work programmes to set 
standardisation priorities. Second, the Commission has 
created a new High-Level Forum to advise on future 

standardisation needs, coordinate European interests in 
international standardisation, and ensure that standardisation 
activities align with EU goals of a green, digital, fair, and 
resilient economy. Additionally, the Commission will 
undertake a revision of existing standards to meet the EU 
policy objectives. They will also establish an EU excellence 
hub on standards to better coordinate existing standardisation 
expertise. The Commission will also implement measures to 
accelerate the development of standards that underpin EU 
legislation, ensuring a more efficient and effective 
standardisation system. 

Finally, the strategy also focuses on improving access to 
standard development processes and standards themselves for 
SMEs and other societal stakeholders. ESOs are expected to 
make proposals to modernise their governance, address 
uneven and intransparent representation of industrial interests, 
and increase the involvement of SMEs, civil society, and 
users. The ESOs should also consider providing free access to 
standards and other deliverables. 

In summary, the new standardisation strategy highlights 
the growing importance of European standardisation. As the 
significance of harmonised standards increases, it necessitates 
improvements in transparency, inclusiveness, and 
accessibility within the standardisation process. The 
standardisation of artificial intelligence serves as a test-bed for 
the new course of European standardisation. Nevertheless, it 
continues to confront substantial challenges, which will be 
explored in the following section. 

3) Broad challenges for European AI standardisation 
The concerns outlined in Section III.B.1 have also been 

raised in relation to the AI Act. Furthermore, unique issues 
stem from the distinct nature of the AI Act itself. While the 
Regulation is based on the New Legislative Framework, 
typically employed for product safety, one of its primary 
objectives is to protect fundamental rights. This discrepancy 
creates tensions between the chosen instrument and its 
intended goals. 

Regarding the legitimacy of harmonised standards 
supporting the AI Act, concerns surrounding input, 
throughput, and output legitimacy have been emphasised [39]. 
In terms of input legitimacy, the concerns mentioned earlier 
are applicable. The nature of ESOs, which are essentially 
private entities dominated by large market players, raises 
questions about their suitability for specifying technical 
standards intended to safeguard fundamental rights. 
Moreover, the minimal control by public authorities over the 
standardisation process gives rise to two further challenges. 
Firstly, it becomes difficult to shape the content of these 
standards in a way that aligns with the objectives of the AI 
Act, as public authorities and social stakeholders have limited 
means to ensure that fundamental rights and ethical 
considerations are adequately addressed. Secondly, the risk of 
“regulatory capture” increases, where specific interest groups 
wield disproportionate influence over the standardisation 
process to serve their own interests [40]. This situation could 
potentially undermine the goals of the Regulation that the 
harmonised standards are meant to support, ultimately 
compromising the effectiveness of the AI Act.  

Additionally, considering the lack of accountability, 
transparency, inclusivity, and accessibility of standardisation 
process, issues of throughput legitimacy arise. In the context 
of the AI Act, Small Business Standards, one of the Annex III 
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organizations, observes that “SMEs are not included in 
standards development as they are underrepresented in 
standards organisations” and that “this leads to standards that 
are written in a way that is impractical and not applicable for 
SMEs” [41]. Similar concerns extend to other social 
stakeholders as well. 

In a recent report by the Ada Lovelace Institute on 
“Inclusive AI Governance,” [42] representatives from ANEC  
express concerns that consumer perspectives are “often absent 
and disregarded” during standardisation processes. The report 
highlights those societal stakeholders face significant barriers 
to effectively participating in CEN/CENELEC JTC 21, the 
technical committee responsible for AI standardisation. These 
challenges encompass a range of issues such as the time 
commitment required for participation, the opacity and 
complexity of the standardization process, industry 
dominance in decision-making, and a general lack of 
awareness about the relevance of European standards for AI.  

Lastly, it remains uncertain whether harmonised 
standards, which generally focus on technical matters, can 
ensure sufficient protection of fundamental rights. This casts 
doubt on the output legitimacy of these standards, as the 
benefits might be undermined by an exclusively technical 
approach that overlooks the broader ethical and societal 
implications, as well as the impact on fundamental rights, 
generated by AI systems. 

A position paper by ANEC highlights the challenges of 
transposing fundamental rights and EU values and principles 
into technical standards from both substantive and process 
perspectives [43]. They contend that standardisation is not the 
suitable approach for guaranteeing sufficient protection of 
fundamental rights and should not be employed for such 
purposes. In a similar vein, the European Digital Rights 
Association (EDRI) asserts that technical standards should be 
restricted to addressing exclusively technical elements, 
without encroaching upon public policy and legal domains  
[44]. This viewpoint is further supported by a joint statement 
from various civil society organisations, which emphasises 
that standardization should focus solely on technical aspects, 
leaving other issues to be resolved through legitimate 
legislative processes [45].  

IV. ADDRESSING THE CHALLENGES 
These concerns about harmonised standards, i.e., 

alignment with AI Act’s requirements, issues of legitimacy, 
lack of transparency, inclusiveness and accessibility in the 
standardisation process, as well as inadequate protection of 
fundamental rights, challenge the compliance system 
underpinning the AI Act [46]. This section puts forward some 
suggestions for addressing these challenges.  

First, it is crucial to ensure that the content of the standards 
effectively operationalises the AI Act’s requirements. Several 
paths are available to achieve this goal. The most direct 
approach, but also the most difficult in practice, is to develop 
internal CEN/CENELEC JTC 21 standards that explicitly 
operationalise each requirement of the AI Act. Alternatively, 
adopting international standards under specific conditions can 
be considered. Since the adoption of international standards as 
harmonised standards raises legitimacy concerns, European 
standardisation could employ “common modifications” [47] 
to address this issue. “Common modifications” allow parts of 
international standards to be modified to align better with 
European specificities and stakeholders’ needs. In any case, 

adequate control by European institutions during the 
standardisation process is key to overcoming the lack of 
alignment with policy and legal requirements that has 
characterised European standardisation in recent years, with 
only 27% of standards aligned with legislative requirements 
in the period 2016-2022 [48]. 

To address throughput legitimacy issues, it is essential to 
increase transparency in ESOs and make the standardisation 
process more accessible and inclusive. The report by Ada 
Lovelace Institute emphasises the importance of expanding 
civil society participation in JTC 21 for several reasons. Civil 
society representatives with expertise in human rights law and 
public policy can offer valuable input, providing missing 
perspectives and information on various ethical and cultural 
aspects. Additionally, a more balanced representation between 
civil society and large companies can prevent decisions made 
solely in companies’ interest, potentially conflicting with the 
public interest. The report suggests several ways to increase 
civil society representation in JTC 21, such as broadening the 
categories of Annex III organisations eligible for funding and 
mandated participation, funding more individuals from civil 
society and academia, and exploring the creation of a central 
hub to support civil society participation. These measures can 
enhance viewpoint diversity, leading to more balanced 
decision-making and higher-quality standards that consider 
the broader public interest. 

V. CONCLUSION 
This paper investigates alignment challenges for 

harmonised standards that will support the forthcoming AI 
Act. Firstly, it highlights the complexities in aligning a 
standard’s content with regulatory requirements. This 
challenge arises from factors such as the nature and 
procedures of ESOs, the influence of major market players in 
the standardisation process, the adoption of international 
standards, unattainable regulatory requirements, and the 
inherent difficulty of translating critical issues, like bias, into 
technical specifications. The analysis of two examples reveals 
the challenges in achieving alignment, which, when it does 
occur, seems coincidental. Recent data shows that only 27% 
of harmonised standards are genuinely aligned with their 
corresponding legislative acts, indicating that increased 
oversight by European institutions could be a potential 
solution. 

Secondly, the paper delves into the broader issue of 
alignment regarding the legitimacy of the standardisation 
process. Drawing from existing literature, a distinction is 
made between input, throughput, and output legitimacy, and it 
is observed that standardisation faces challenges across all 
three dimensions. Specifically, in AI standardisation, 
harmonised standards may not sufficiently address 
fundamental rights issues and often neglect the needs and 
interests of diverse social stakeholders. By enhancing 
transparency, inclusiveness, and accessibility within ESOs, as 
recommended by the EU’s recently launched standardization 
strategy, these concerns could be mitigated. 

However, several questions remain unresolved and are 
open to further investigation. The implications of harmonised 
standards’ status as part of European law are still unclear. 
ESOs are private organizations, and this casts doubt on 
whether their documents should produce legal effects such as 
a presumption of conformity. Given the implications of the AI 
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Act for fundamental rights, this issue becomes increasingly 
pressing for legal scholars. 

Moreover, the uncertainty remains whether standards are 
adequate instruments to address fundamental rights issues, 
even with enhanced transparency, inclusiveness, and 
accessibility in the standardisation process. The protection of 
fundamental rights cannot be a one-time, set-and-forget 
process, relying solely on adherence to technical norms within 
a standard. If this were the case, the AI Act’s structure might 
be undermined by an overreliance on the effectiveness of 
standards-based conformity assessments. 
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Artefactual ethics as opportunity to rethink
“natural” ethics

Abstract. This paper argues that, within the ethics com-
munity, the wider philosophical establishment and society in
general, people have been far too quick to let themselves and,
all too often, each other off the hook, at the same time as set-
ting impossibly high standards for artefactual moral agents to
meet, such that the artefactual agents should be guaranteed
to make no mistakes. If artefacts are ever to be considered
candidates for moral agency, then they should be held to no
higher (and, at the same time, not significantly lower) a stan-
dard than what human beings can achieve. Meanwhile, the
prospects of artefactual moral agency invite the opportunity
for human moral agents to reconsider the standards they set
for themselves and hold themselves to a higher standard.

1 Introduction

If one starts from the presupposition that any genuine moral
agent should be held to the same standards regardless of the
agent’s nature or origins – a position we argued for in [1] –
the goal becomes finding an appropriate “middle” position be-
tween setting-up-for-failure and too-easy success. A follow-up
paper [2] argued that, for an action to be morally right for
a moral agent, one must have a convergence of the right mo-
tivations, the right means, and the right consequences. The
underlying insight is that deontological, virtue-ethics-based,
and consequentialist accounts all have their necessary role to
play, but each tends to get too focused on itself and its merits
to the loss of the bigger picture; while utilitarian accounts, as
perhaps the most prominent division within consequentialism,
face the further problem of failing to allow for those occasions
where the needs of the few, or the one, outweigh the needs of
the many, as Ursula K. LeGuin [3] so devastatingly addressed.
Although the requirement to align motivations, means, and
consequences may seem impossibly onerous, it need not be,
provided one is prepared to allow that moral behaviour is far
more difficult to achieve than it might seem at first glance
and that mistakes will be made throughout the moral agent’s
lifetime. Perhaps it matters more to take responsibility for
those mistakes than to assure oneself, despite reasonable ar-
gument to the contrary, that one has avoided them. We argue
that it is time to hold natural agents to a higher standard and
purported artefactual agents to an achievable one.

1 Guest researcher, University of Skövde, Sweden;
joel.parthemore@his.se

2 Visiting lecturer, University of Sussex, UK;
B.R.Whitby@sussex.ac.uk

2 The right consequences: Human beings,

artefactual agents, and the responsibility

game

For purposes of this paper, we take moral agency as the ca-
pacity to take responsibility and be held responsible for one’s
actions with respect to ethical questions. This is in contrast
to moral patienthood, where an entity has certain moral re-
sponsibilities attached to it on the part of moral agents; see,
e.g., [4]. Moral agents are always moral patients; but many
moral patients – say, any nonhuman animal that does not
qualify for moral agency, or a contemporary robot that suffi-
ciently resembles and behaves like a person or other animal
to invite unconscious or pre-reflectively conscious comparison
– are not moral agents.

2.1 The responsibility question

Intimately wrapped up in all matters moral is the responsi-
bility question : who individually has, and who collectively
have, responsibility for any given action (or inaction) or set of
events? People have been attributing agency of various kinds
to virtual and physical artefacts at least since Eliza, when peo-
ple expressed feelings for Eliza or complained bitterly about
conversations with Eliza being interrupted. Given the advent
of “self-driving” cars promising heightened safely (see, e.g., [5])
and “autonomous” battlefield robots (see, e.g., [6, 7]) promis-
ing a transformation of warfare – even more so with the rise
of ChatGPT3/4 and kin, with all the hype attached to them
– the responsibility question has only grown.

When a Tesla in full self-driving mode crashes and kills some-
one, who is responsible? Is it the driver who failed to super-
vise adequately or simply lost focus? Is it Tesla and, if so, who
within the company? . . . The engineers who designed the sys-
tems and signed off on them? . . . The marketing department
who pushed the hype? . . . The management who egged the
marketing department on? . . . The car or the car’s AI itself?

To the last possibility, we offer a firm “no”, based on our ear-
lier arguments. Attempts to assign responsibility to existing
artefacts pose, we believe, a clear example of responsibility
avoidance. Does this mean that artefacts cannot take respon-
sibility, cannot be moral agents? To that, too, we would an-
swer “no”. It is only that such agents would not appear to
exist as yet.

Joel Parthemore1  &  Blay Whitby2
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Otherwise, we would suggest that responsibility needs to be
shared among the remaining players, with perhaps the great-
est share reserved for management or the “person at the top”,
on the principle that “the buck stops here”. If management
is going to take a greater (even disproportionate) share of
the profits then perhaps, too, management can take a greater
share of the responsibility. Meanwhile, the driver arguably has
diminished responsibility, given that the design of the car and
the very name “fully self driving” invite the driver to relax and
leave the car to take care of things, maybe even better than
she can. She is still responsible for her (in-)actions and their
consequences, but surely not nearly so much as others.

This raises a problem already seen on a more modest level
with automatic transmissions, introduced in the late 1930s,
and cruise control, invented in its modern form in 1948: by
not requiring the driver to be as intimately aware of and in-
volved in controlling the car, these innovations inadvertently
facilitate a level of distraction. A frequently heard complaint
with automatic transmissions is “I feel less a part of the car”.
Autonomous vehicles only heighten the problem.

Consider a parallel from aviation. The failure of an autopilot
without warning produces what is known as “startle effect”
in human pilots (Martin and Murray 2103). Despite being
trained for this, it can take some time – typically 30 seconds
– for a flight crew to appraise the situation and take back
control. Perhaps the most famous failure of a flight crew to
do so is provided by the crash of Air France flight 447, which
collided with the south Atlantic ocean four minutes after the
automatic system handed over control (exactly as it was de-
signed to do in the circumstances). If highly trained, alert,
and professional pilots cannot take control faster than 30 sec-
onds – and sometimes never manage to pull it off – it seems
absurd to suggest that an average driver could take back con-
trol from an autonomous vehicle in the fraction of a second
that is typically required. The current practice of insisting
(unrealistically) on constant monitoring by the human driver
is clearly inadequate and unethical. Even though no one is
claiming to be handing over control to the “full self-driving
mode” system (in effect, a pseudo moral agent), that is – in
effect – what is happening already today.

For an artefactual agent to replace the human driver or the
pilot, it would need to function in all relevant ways like the
driver or pilot, able to draw on a wealth of experience from
outside highway driving or aviation. It would be both the
driver and the vehicle, both the pilot and the plane. It might
not always make the right choice – indeed, its very sophisti-
cation of design would preclude that – but it could then take
responsibility, and it could be held accountable.

2.2 Who’s to blame?

Just because existing artefacts do not qualify as moral agents
does not mean that they cannot be a key part of the prob-
lem. It is striking how we’re ready to blame existing artefacts
and hand them responsibility in certain circumstances, just
because they incorporate artificial intelligence, as a way to
let ourselves off the hook; while in other circumstances we
use artefacts’ lack of intelligence to let ourselves off the hook.

Consider a common response to attempts at gun-control leg-
islation in the US: “guns don’t kill people; people do”. The
point, presumably, is that guns can assume no responsibil-
ity for their actions, which is true but trivial. Guns – par-
ticularly certain kinds of guns including but not limited to
semi-automatic assault weapons – make killing people (a lot
of people quickly) a great deal easier.

More to the point for our purposes, there is a responsibility
avoidance problem here, too – only here, instead of placing
responsibility onto an “intelligent” artefact, there is the at-
tempt, by claiming to deflect responsibility from obviously
non-intelligent artefacts, to place blame solely on the individ-
ual who carried out the killings. One finds the frequent insis-
tence, without evidence, that the way to treat gun violence
is to have more guns in circulation, not fewer, accompanied
by a refusal to acknowledge that society itself may be unwell.
Opponents of gun-control legislation often say of someone in-
volved in a mass killing, “he’s just a sick person” or “he chose
to be evil” or, with seemingly more thought, “obviously he’s
mentally unwell, but we can’t cure mental illness”. Although
we agree that such an individual has to take ultimate respon-
sibility for their actions and the consequences, that does not
mean there is no responsibility to be shared – quite the con-
trary.

We let ourselves off the hook in other ways at other times,
of course. One that is surely defensible – to a point – is when
we acknowledge diminished responsibility, as when the Tesla
driver is lulled by the seeming cleverness of full self-driving
mode. Perhaps – as with a pilot deciding to override the auto-
matic systems during flight – the penalty for being wrong will
be particularly high. In the best case, she must be prepared
to face a disciplinary hearing that could end her career; in the
worst case, people die.

Perhaps one has acted with diminished cognitive capacity
through no fault of one’s own (e.g., as a result of halluci-
nations from high fever) or one’s well-intended actions pro-
duce unintended and unforeseeable consequences (e.g., driving
carefully at a safe rate of speed but nevertheless running over
a small child who darts out suddenly from between parked
cars). Diminished responsibility though is not absence of re-
sponsibility; and, even when the consequences could not even
conceivably have been foreseen, that does not of itself make
the actions morally right (only perhaps unavoidable). A less
defensible excuse for letting ourselves off the hook is when we
claim no alternative to acting in a way we would otherwise
acknowledge as morally wrong – more on that later.

2.3 The ethical-standard question

Closely related to the responsibility question is the ethical-
standard question: if one accepts for sake of argument that
a purported agent is a genuine moral agent, what is the ap-
propriate standard to hold that agent to?

In attempting to answer this question, researchers interested
in artefactual moral agency (e.g., [8, 9]) have tended to focus
more-or-less equally on what artefacts do and what they fail
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to do – what morally relevant “choices” they make or fail
to make – and here the standard objection is that existing
artefacts either do the “wrong” things (e.g., battlefield robots
producing “friendly fire”) or fail to do the “right” ones (say,
making no response on seeing someone in danger, as with the
Uber car that failed to brake for the pedestrian in Arizona).

Setting aside whether it provides an adequate litmus test for
moral agency – as it is surely attempting to do – Colin Allen
and colleagues’ [9] proposed Moral Turing Test3 sets a stan-
dard that, it would seem, no existing artefact could pass. That
is to say that the standard is simultaneously too low (requir-
ing no intentionality on the part of the moral agent) and too
high (assuming implicitly that the artefactual moral agent
should be incapable of making a moral mistake: because, after
all, everyone “knows” that computers can’t make mistakes4).
Over-attribution of artefactual moral agency is met by bald
under-performance. The Moral Turing Test invites the possi-
bility of artefactual agents passing the test whom one, reason-
ably, would not want to acknowledge as genuine moral agents
(perhaps because one is interested in more than actions and
outcomes). It might be possible to rescue the test if one is
a strict consequentialist, but otherwise there might seem an
unavoidable sense of something missing.

The test faces other difficulties. It assumes that artefactual
moral agents come off the assembly line having everything
they need to be moral agents. The general consensus is that
human newborns are not moral agents and that the process
of their becoming moral agents is a gradual one. Why should
one expect artefactual newborns to be different?

The test quite explicitly sets one standard for “natural” moral
agency, another for artefactual moral agency – just as others
have attempted to do with human vs. artefactual creativity,
arguing that it is unfair to the artefacts to hold “man” and
machine to the same standard. Such disjunctive accounts may
have their place in certain discussions, but at least with re-
spect to moral agency, it raises the distinct possibility that
attitudes and prejudices to the one kind of moral agency will
unconsciously colour discussion of the other kind. In any case,
it is a position that we ourselves have repeatedly rejected
([1, 2]).

We believe that the Moral Turing Test is right to treat do-
ing what is morally right, not failing to do what is morally
right, and not doing what is morally wrong all on an equal
footing: there is no morally relevant distinction that can be
maintained solely on the basis of action vs. inaction. The mis-
take is in thinking we can just give the artefact a list it can
follow when we cannot do that with children. The problem
is that there is nothing close to universal agreement (outside
3 In brief, a purported agent is a moral agent if it takes what they

consider the morally “right” decision a sufficiently high percentage
of the time.

4 This is already demonstrably false with existing systems. which
are not Turing machines (a mathematical abstraction) but phys-
ically embodied systems (albeit ones that are embodied in very
different ways from living creatures). Operate them outside their
allowable boundaries of temperature and humidity, and they will
“make mistakes” – likewise if certain of their physical components
become sufficiently worn from use or, say, overclocking.

very broad guidelines: “you shall not kill”; almost always with
major caveats) for what is “right” and “wrong”, never mind
one that can safely be applied regardless of context.

3 The right motivations: Action, inaction,

and intention

A certain event may be desired under one of its descrip-
tions, unwanted under another, but we cannot treat these
as two different events, one of which is aimed at and the
other not. And even if it can be argued that there are
here two different events. . . the two are obviously much
too close for an application of the doctrine of double ef-
fect [10].

By contrast to their attitude toward artificially intelli-
gent artefacts, psychology tells us that people are, ceteris
paribus, far more willing to excuse inaction in themselves or
others – a failure to act – than to excuse actions they consider
morally problematic.5 To fail to save someone’s life – to allow
that death to happen (consider the highly skilled swimmer
who, despite facing no apparent risk to herself, nevertheless
stands by while someone is drowning) – is generally consid-
ered less morally wrong than to take a life, even if the two
circumstances are, in all other relevant aspects, the same. At
the same time, it seems difficult how one might logically jus-
tify how the passive vs. active nature of the behaviour could
make the necessary difference – as, e.g., Sisela Bok [11] has
pointed out in discussing the nature of lies. How is a lie of
omission (what I fail to tell you) any less a lie than a lie of
commission (what I tell you wrongly)? If the one is morally
problematic, then so is the other.

Along similar lines, the Doctrine of Double Effect (DDE)
– often invoked to uphold Roman Catholic thinking on abor-
tion – holds that knowing that something otherwise morally
unacceptable will happen as the unintended consequence of
one’s actions or inactions is at least sometimes acceptable
whereas intending that same thing to happen would not be.
The doctrine is necessary for reconciling moral absolutes (hu-
man life is sacred; therefore killing of innocent human be-
ings is always wrong; human foetuses, having done nothing
on which they could be morally judged, are innocent human
beings; therefore abortion is always wrong) with real-world
cases that would otherwise pose problems for those moral ab-
solutes. (What if allowing the pregnancy to go to term – not
performing an abortion – would kill the mother or both the
mother and the child? Many defenders of the DDE would ar-
gue that that is morally preferable because the death of the
child, though foreseeable and unfortunate, is not intended;
whereas abortion is always an intentional act.6)

5 If one objects that no one could excuse the human equivalent of
the Arizona Uber case, the authors have personally encountered
such excuses more than once.

6 It is telling that almost if not without exception, recently passed
abortion bans in the US make no exception for the termination
of a non-viable foetus, forcing women to carry the foetus to term
even though, say, it is effectively lacking a brain and no life is
being saved. Most do make some allowance for the health of the
mother, but in practice doctors have been reluctant to carry out
an abortion if there is any shadow of a doubt that maternal death
is imminent; mental health is strictly not considered – a reaction
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The Trolley Problem, as originally (and succinctly) formu-
lated7 raises difficulties here, as the DDE can equally be used
to argue for saving the life of the one person on the one track
(with the unintended consequence of killing five on the other)
or for saving the lives of the five at the cost of the one: it all
depends on one’s intentions, which Foot (rightly, we believe)
declares an unacceptable state of affairs.

For Foot, intention is important but insufficient; means mat-
ter; and, clearly, she takes a utilitarian-inspired interest in
numbers in favouring the lives of the five over that of the
one: that is to say, a purely deontological approach is inad-
equate. For Foot, the outcome must be weighed along with
the means and intention, where ceteris paribus one looks
for the greatest good for the greatest number.

The ceteris paribus clause is necessary because of the
equal inadequacy of a purely utilitarian approach, as LeGuin’s
short story – adapted for a first-season episode of Star Trek:
Strange New Worlds – points out. It describes a society
that is utopian in every conceivable way save one: all the
prosperity and happiness is dependent on the interminable
suffering of a single, neglected child. Even if, as in the Star
Trek version, the child “willingly” accepts the burden, intu-
ition suggests that some critical ethical line has been crossed.

For all her sympathy with those who oppose abortion and
support the DDE, Foot sees merit not only in saving the
mother’s life at the deliberate loss of the child’s – i.e., via
abortion – when both would otherwise be certain to die; but
also in pursuing abortion in cases where only one or the other
might be saved. Foot rescues a version of the DDE at the loss
of the possibility of absolute moral principles; but one might
see this as a good thing. Claims to absolute moral principles
may serve to excuse behaviour – as that by persons inclined to
take a dogmatic as opposed to pragmatic position on abortion
– that perhaps should not be excused. If artefacts are not al-
lowed resort to sophistry, whether we think them capable of
genuine sophistry or not, then neither should people be.

4 The right means: Hard-and-fast rules,

rules of thumb, and ground rules

. . .Morality is not properly the doctrine of how we should
make ourselves happy, but how we should become worthy
of happiness. [12]

The claim to have been ‘just following orders’ functions
to mitigate one’s culpability insofar as it positions oneself
as having being a mere subsidiary actor in a chain of
authority. [13, p. 585]

The virtuous agent is the one who knows, within herself,
what she needs to do and how to go about it, and who then
cultivates the habits needed for putting that into practice in

against the means by which many US abortions were carried out
prior to Roe v. Wade.

7 “. . . It may be supposed that [the man] is the driver of a runaway
tram which he can steer from one narrow track onto another; five
men are working on one track and one man on the other; anyone
on the track he enters is bound to be killed” [10].

a faithful and disciplined way. For Aristotle, virtue cannot be
arrived at by memorizing what one has to learn, nor can it be
arrived at by some simple calculus; it needs to be lived. Aristo-
tle’s eudaimonia is commonly mistranslated as “happiness”
(see, e.g., [14, pp. 7-8]), but it has more to do with being in
the right place with oneself: living a life in accordance with
virtue, whether that life happens (for circumstances beyond
one’s control) to be happy or not. Eudaimonia is a state of
being. Most simply expressed, it is, for Aristotle, the highest
human good.

So, virtue ethics is another essential piece of the puzzle. At
the same time, it is no more successful on its own than de-
ontological or consequentialist approaches – not because its
formulations lead, as theirs do in isolation, to morally un-
acceptable outcomes, but because they are too vague to de-
termine in any meaningful way whether an action is morally
right or wrong. One knows a virtuous agent when one sees one.
Virtuous agents lead by example, but one cannot become a
virtuous agent simply by copying those examples.

Much ink has been spilled within the machine ethics com-
munity on what rules to hardwire into artefactual moral
agents, and much effort has been made to draw inspiration
or even borrow directly from Isaac Asimov’s Three Laws
of Robotics – despite the many times, in his stories, where
Asimov showed just what impossible conundrums those rules
created: a rule intended to anticipate every possible circum-
stance rarely if ever can. Such rules set a bar so high that
not even those who clearly qualify as moral agents can reach
it, never mind those whose moral agency may be considered
in dispute. It is the problem of moral absolutes once again,
in a slightly different guise: rules that broker no exceptions,
no dissent. Even if one argues with Immanuel Kant that they
should, human beings do not, in practice, function that way,
even when they claim to do so. They are notoriously bad at
following rules strictly; worse, when they try to, the results
are often morally outrageous. Not only do human beings make
mistakes, but they break rules, and sometimes the rule break-
ing seems to be a necessary part of achieving the morally right
behaviour: putting that another way, blind-rule following does
not qualify as the right means to the end; it exemplifies the
opposite of virtue. The virtuous person knows when to follow
the rules, when to bend them, when to break them.

Artefacts, by contrast, can be good at strict rule-following
behaviour – but only when they are kept fairly uninterestingly
simple. It is in the nature of an automaton – what Descartes
took all non-human animals to be, lacking as he believed a
human soul to give them free will – only to do what one is
told. Part of being a moral agent depends on being able to
make mistakes, recognize them as mistakes, and learn from
them. Being a moral agent depends, too, on sometimes ex-
pressly not doing what one is told to do: consider the My Lai
massacre, where William Calley defended his actions, in part,
by saying that he was just following the captain’s orders: what
has elsewhere been called the Nuremberg Defence.

In practice, hard-and-fast rules (“always follow orders”)
morph into rules of thumb, which seem to fare better any-
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way. First-order predicate logic may rely on universal quan-
tification, but the lifeworld [15]with which people engage on
a daily basis has a habit of throwing up exceptions. If Foot
is right – and we think she is – then any strictly rule-based
approach will fail.

Perhaps the lesson to be learned from present-day artefacts,
and the reason so few are willing to grant them moral agency
– despite the haste with which others would do so – is not that
they lack the right rules with which to make the right deci-
sions; rather it is that they lack the capacity to make decisions
or take responsibility for them in the first place – in no small
part because they lack intentionality (they lack intentional-
ity because they lack consciousness; they lack consciousness
because they lack a mind). Remember that, by our defini-
tion, moral agency requires the capacity to take responsibil-
ity: something that – in company with newborn infants and
certain among the mentally infirm (who nevertheless qualify
as moral patients!) – present artefacts appear to lack. Most
infants and at least some mentally infirm persons can be ex-
pected to outgrow their present conditions; by contrast, no
amount of time and patience will, of itself, change present-
day artefacts or their close kin into moral agents.

This is not to say that one can or should avoid hard-and-
fast rules altogether. At least at first blush, the principle that
what is acknowledged as morally wrong under a given set
of circumstances should never simultaneously be accepted as
morally right under those circumstances seems like a suitable
candidate. Indeed, if one holds that moral right and wrong
are mutually exclusive, then it follows of logical necessity.

Yet “lesser of two evils” arguments, widely used, require that
the “lesser” evil is, at the least, morally acceptable if not
strictly speaking “right”; and “just war” accounts – to take
one example – critically depend on such arguments. The evil
action (or inaction) becomes the good because, it is said, there
is no alternative. Jean-Paul Sartre argued strenuously that,
on nearly every occasion where people claim a lack of alter-
natives, there are alternatives; the problem is either that we
fail to see them (our perspective, being non-Godlike, is lim-
ited) or that we fail to acknowledge them (we find them too
distasteful, perhaps because they come at too great a cost
to us). “Lesser of two evils”-type arguments are simply an-
other way of letting ourselves off the hook. If people would
not accept “lesser of two evils” arguments to excuse artefac-
tual behaviour – and we believe that few would – then they
likewise should not accept them to excuse their own. The al-
ternative is bluntly acknowledging that sometimes we will do
the morally wrong because we cannot see the morally right.

5 Weaving the three strands together

We often hear it asserted that most people do not re-
ally want freedom, because freedom involves responsibil-
ity, and most people are frightened of responsibility.8

Whether or not this applies to ’most people’ there is, I
am sure, a vital element of truth in it. Accepting respon-
sibility for our lives involves continually facing difficult

8 Note that this line is frequently misattributed to Sigmund Freud.

choices and decisions, and bearing the consequences of
them when we are wrong, and this is burdensome, not to
say alarming. And there is something in all of us, some-
thing infantile perhaps, which would like to escape it by
having the load taken from our shoulders. [16, pp. 87-88]

The solution we propose is to let go of moral absolutes on the
guiding premise that few things are always morally right or
wrong regardless of circumstance and instead embrace per-
sonal responsibility, owning our chosen means, our honest
motivations, our actions and their consequences in the thor-
oughly honest and uncompromising way Sartre [17] challenges
us to do: taking ultimate responsibility for our actions and in-
actions alike, even when external forces seemingly have guided
or even forced us there. Free will in the broadly libertarian
sense does not depend on absolute freedom to do absolutely
anything without constraint,9 only a measure of genuine ca-
pacity in some small way, whenever we act, to do otherwise.

Such a solution means acknowledging both when we believe
that we have done right, despite all evidence and arguments
to the contrary, with a willingness and ability to defend the
reasoning that led us there; and when we know or have reason
to believe we have done wrong, either because we could not
see an alternative or lacked the courage to embrace it. The
proper solution to determining moral agency in artefacts is
not to have one system for us, one for them; neither is it to
suggest that we can reasonably hold artefacts to standards we
ourselves cannot meet. It is rather to come up with one set of
standards for any purported agent to qualify for moral agency:
not a litmus test like the Moral Turing Test presents, but a
set of reasonable – if painfully tough – expectations one is
expected to fulfill if one can reasonably expect to be treated
as, and continue to be treated as, a moral agent (not least
including the capacity to perceive oneself as a person poten-
tially deserving to be treated as a moral agent). Moral agency
should be a lifelong challenge! The very real conceivability of
future artefacts that qualify as moral agents on the terms set
out here – artefacts that, perhaps, will have more in common
with the lab-grown agents of Karel Čapek’s play than the of-
ten clunky, mechanical, generally rule-following artefacts we
are familiar with at present – invites the opportunity to raise
the moral bar for ourselves as we wait for them to arrive.
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Abstract—This work-in-progress paper presents the initial
results from a large-scale user study of a mixed-initiative de-
sign tool. A simple mixed-initiative design tool using a mutant
shopping approach, coupled with MAP-Elites was created and
made available to the public. In the tool participants were tasked
with designing a simple car; the computer then presented sets
of suggestions to participants to use and/or edit. Three out of
four of these sets were generated using MAP-Elites and the
forth was simply a control set of random designs. A total
of 808 sessions were recorded and we found that participants
who interacted with the algorithm produced better quality
designs than the algorithm working alone. We also found that
participants were statistically more likely to use suggestions from
views which contained designs generated using a MAP-Elites
algorithm compared to a randomised control.

I. INTRODUCTION

Mixed-initiative design tools allow humans to collaborate
with computers to perform creative tasks such as design [1].
One field which has driven development in the area of mixed-
initiative design is procedural content generation (PCG) for
video games. Initially, PCG algorithms were designed to fully
automate creative tasks, removing the human from the loop
completely with the goal of saving time and money [2]–[4].
As the field matured the emphasis moved away from replacing
humans to save time, and towards augmenting and supporting
human creativity [5]. This shift has resulted in a wide range of
mixed-initiative algorithms and techniques which all attempt
to support human creativity [1], [3], [4], [6]–[8].

Despite the increasing sophistication of mixed-initiative
techniques there is a gap in our understanding of how these
tools affect the creative process [9]. There has been increasing
interest in performing user studies related to mixed-initiative
systems [10], [11], but these generally have limited size and
scope. Our contribution is to adapt an approach followed by
Secretan et al. [12] for their work studying an interactive
evolution tool, Picbreeder, and create a system which is
interesting to the general public and use this to gather data
for evaluation.

In this ‘work in progress’ paper we present some prelim-
inary results, made up of 808 data points, obtained from

the public deployment of a mixed-initiative design tool. This
represents a field study where participants have interacted with
our tool without our supervision and all the data collected
is quantitative. We are currently undertaking a qualitative lab
study with a smaller set of participants which will complete
our data set for the final paper.

A. Research Questions
The research questions we aim to answer with the final

paper, combining both the field and lab studies are as follows.
1) Do users interact with suggestions from MAP-Elite algo-

rithms differently to a purely random set of suggestions?
2) Do MAP-Elite algorithms influence the engagement of

users during the design process?
3) Do MAP-Elite algorithms influence the decision making

of users during the design process?
4) Do MAP-Elite algorithms have an influence of the

quality of designs produced in the design process?

II. BACKGROUND

A. Mixed-Initiative Design Systems
Lai et al. [13] provide a comprehensive survey of mixed-

initiative design systems and propose a taxonomy of common
techniques.

1) Grading: A human effort intensive approach, grading
requires that the user rates the quality of every design pre-
sented to them by the algorithm numerically. For example,
in [14] an evolutionary algorithm is used to evolve seat designs
based on several computer calculated fitness functions. These
fitness values are then augmented each generation by user
assigned values, whereby the top ten solutions in the current
population are presented to the user who then assigns a
numerical fitness to each one. These user assigned fitness’
are then used in future generations to select parents during
tournament selection.

2) Rank-Based Interactive Evolution (RIE): Unlike with
grading, RIE techniques do not require the user to rate the
quality of every design numerically, but instead, asks the user
to rank a set of designs. Subsequently the system will use this
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ranking to generate a numerical quality metric. For example,
Liapis et al. [15] used RIE to generate maps for strategy
games. A user preference model was constructed using the
order in which users ranked a number of maps in terms of
preference each iteration.

3) Overriding the Computational Algorithm: With these
approaches the user can decide to lock parts of designs created
by the computer such that the computer does not change it in
the future. Some approaches also allow the user to manually
edit parts of a design created by the computer. For example,
in Tanagra [16], a mixed-initiative level design tool, the user
and computer take turns to build on the work of the other. The
developers of Tangara carefully ensured that the computer does
not override decisions made by the user, but only augments
human-placed geometry.

4) Mutant Shopping: This is where the computer presents
the user which a set of candidate designs to the user to
select from, and use or edit this design. For example, in the
evolutionary dungeon designer [17] an underlying evolutionary
algorithm generates various candidate maps based on a variety
of developer specified fitness functions. The user can then click
on one of the candidates to replace their current design with
it.

B. MAP-Elites Algorithms
In many of the mixed-initiative approaches discussed above

the computer presents a set of candidate designs to the human
to select from and either use or edit. Generating this set of
candidate designs can be done using a variety of algorithms,
for example a tool could present the population of designs
in a single generation of an evolutionary algorithm. More
recently the community has turned towards using quality
diversity algorithms, such as MAP-Elites [18], to create a
diverse set of high quality designs [19] to present to the
designer. Quality diversity (QD) algorithms are a subset of
evolutionary algorithms which aim to create a diverse set
of high quality solutions to a problem [19]. Modern QD
algorithms evolved from methods developed to solve multi-
modal function optimisation problems, such as niching [20],
where it is important for the algorithms to maintain the quality
and location of multiple solutions throughout the domain. One
of the most common QD algorithms, which has spawned
numerous variations, is MAP-Elites [18]. Algorithms based
on Multi-dimensional Archive of Phenotypic Elites (MAP-
Elites) create a map of high-quality solutions throughout
a space whose dimensions are user defined and may not
directly correspond to inputs and outputs of the function being
optimised. Crucially, for the context of creating algorithms to
support designers, MAP-Elites allows the designer to specify
a meaningful ‘design possibility’ space to map.

MAP-Elite algorithms have been increasingly applied to
mixed-initiative systems which fall under the category of
mutant shopping. An early example of this is presented by
Alvarez et al. [21], in an approach they call interactive
constrained MAP-Elites (IC MAP-Elites) applied to dungeon
map design. IC MAP-Elites allows the designer to select

Fig. 1. An example of one of the courses participants can select from when
starting the task. Cars are dropped into the course at the far left and simulated
for 30 seconds. The fitness of a design is then the distance travelled from the
first place the car hit the ground.

which dimensions (from a predetermined set) to use for the
MAP-Elite algorithm. The underlying evolutionary algorithm
then runs for a set number of generations and presents the
elites to the designer as suggestions. MAP-Elites have also
been applied to the design and re-balancing of the card game
Hearthstone [22] illustrating their potential wide application
to many aspects of design and creativity. The MAP-Elite
methodology can also be used to assist in the exploration
and expansion of crowd sourced content. For example, in
‘Baba is Y’all’, users can submit level designs which are then
allocated to a cell in the MAP-Elites matrix [1]. Users are then
guided towards designing levels which would fill gaps in the
MAP-Elites matrix.

III. METHODOLOGY

A mixed-initiative design tool based on a mutant shopping
approach was created and made available to the general public.
Part of the tool uses MAP-Elites [18] to suggest designs to the
participant, whereas a control view simply presents random
designs to the participant. By collecting analytical data we
are able to compare the way participants interact and use
these different groups of suggestions—if at all. This approach
is an extension of a triple-blind mixed-method approach to
evaluating mixed-initiative design systems we introduced and
validated in the context of video game level design [11].
At present we have only carried out the quantitative portion
of the study and are presenting an overview of the data
in this paper. Ethical approval was given to this work by
the Swansea University Faculty of Science and Engineering
Ethics Committee (SU-Ethics-Staff-030822/505). The tool is
available for free on an independent video games store itch.io1

and participants were recruited through a number of social
media channels, primarily Reddit.

A. Design Task
Participants were given the task to design a simple car to

travel as far as possible on a selection of courses. An example
of one of the courses is shown in Figure 1. This is based
on a popular web toy where users watch a genetic algorithm

1https://pillbuginteractive.itch.io/genetic-car-designer
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Fig. 2. An example of car design with 6 vertices and 2 wheels

design a car in real time [23]. The car, seen in Figure 2, is a
closed polygon with wheels attached to some of the vertices.
This task was chosen because (a) the existing popular web toy
gave us confidence that we could recruit participants and (b)
it is simple to understand. All physics is simulated using the
two-dimensional rigid body engine in Unity3D.2

In terms of a formal definition of the task, this is an high-
dimensional optimisation problem. Depending on the settings
selected by the participant there could be between 9 and 85
degrees of freedom describing the car design. These degrees
of freedom are made up of:

1) The mass of the car.
2) The radius of each vertex.
3) The vertex each wheel is attached to.
4) The radius of each wheel.
5) The mass of each wheel.
6) The parameters for the wheel joint3 which connects each

wheel to its vertex.
The fitness of a design is calculated by dropping the car at
at the start of the course and recording the maximum signed
distance travelled from the start location achieved during a 30
second simulation. This means designs which travel backwards
at the start have a negative fitness.

Our aim was to encourage participants to explore and
spend time with the tool, therefore we included options which
encouraged multiple sessions. Participants were free to spend
as long as they wished on the task and could perform the task
multiple times with different courses and different numbers
of degrees of freedom. We also implemented a simple replay
recording system as well as the ability to export and share
designs with other participants.

B. Mixed-Initiative Approach

Our tool uses MAP-Elites to implement a mutant shopping
approach to mixed-initiative design. The design process is
primarily driven by a simple evolutionary algorithm initialised
with a random set of designs at the first generation. Each
generation the designer has the opportunity to influence the
optimiser by specifying which designs are to be used during

2https://unity.com/
3https://docs.unity3d.com/Manual/class-WheelJoint2D.html

tournament selection, and which designs to allow to survive
to the next generation. The designer can either select existing
designs from a series of views or edit their own design and
select for breeding or survival. The views include a live view
of the current generation, a control randomised sample of
previous designs and several MAP-Elites driven views.

In MAP-Elites dimensions of interest related to the prob-
lem are defined. The MAP-Elites algorithm then generates a
number of bins for this dimension and stores an archive of the
best design found in each bin as the optimisation continues.
In our tool the designer can select from three dimensions to
explore using MAP-Elites: speed insights, wheel insights and
geometry insights. Speed insights uses the mean speed of the
wheels on the car and wheel insights uses the mean wheel
radius. Geometry insights calculates the centre of mass of the
car (including the contribution from the wheels) and measures
the mean shift from the centre with respect to each vertex. An
example of a view the user is presented with when browsing
the MAP-Elites is shown in Figure 3. In addition to views
which use MAP-Elites to present suggestions to the designer,
our tool also includes a view labelled history insights which
does not use MAP-Elites, but instead designs are assigned
to bins at random every generation, this acts as a control in
order to evaluate the effectiveness of using MAP-Elites. For
clarification, designs only replace existing designs in the view
if they are of higher quality. The order in which these views
are presented to participants in the navigation bar, which can
be seen at the top of Figure 3, was randomised each time the
software is launched.

C. Preliminary Results From Field Study
The preliminary data presented in this paper was collected

between 4th August and 4th September 2022. In total the tool
was launched 2,274 times during this period, of these sessions
808 provided valid data with consent to be used for analysis.
Participants spent between 1 minute and 4.3 hours on the task,
with a mean time of 12 minutes. During each session our
artefact recorded a range of analytical data for each session.
This included:

1) The fitness of the best design.
2) The number of interactions with each view in the system.

For example, the number of times a design from the
editor was used in the next generation, or the number of
times a design from a particular MAP-Elites view was
exported to the editor.

3) The amount of time a participant spent in each view.
Most of these data points were recorded per generation en-
abling us to reconstruct a time line for each session.

An overview of the full data set is shown in Figure 4,
where each session is plotted based on the improvement from
the best design in the first generation to the best design
found throughout the session and the total number of user
interactions recorded in that session. Distributions of each of
these dimensions is shown as a violin plot on the relevant axis.
The Spearman rank-order correlation coefficient between these
data is 0.401 with p < 0.001, indicating that sessions with

117



Fig. 3. An example of a view which shows a set of designs selected using MAP-Elites. From here the user can select which designs to use to create the next
generation and which to test in the next generation. They can also click edit to edit the design in the edit view.

more interactions are likely to have achieved a better overall
design. The size of each data point indicates the session length,
larger is longer as indicated in the legend. Each session was
placed into a participant group based on how the participant
interacted with the system.

1) In 50% of the sessions, participants did not interact
with the system at all, but instead simply watched the
evolutionary algorithm design the car automatically.

2) In 36% of the sessions, participants only interacted with
the editor, manually creating designs along side the
evolutionary algorithm.

3) In 14% of the sessions, participants interacted with the
editor and other views.

The group each session belongs to is indicated in Figure 4 by
the colour and symbol of each data point.

Figure 5 shows a comparison between the distributions
of improvement between sessions where participants did not
interact, only interacted with the editor and interacted with
both the editor and views. Table I shows the mean percentage
improvements for each group. The no interactions group can
be considered equivalent to the algorithm running without any
input from the human designer and therefore be used as a
baseline. Using a Mann–Whitney U test we find that both
the sessions where participants interacted with the views and
editor, and those where participants interacted with just the
editor have statistically significant higher improvements than
the base line (p < 0.001). There is however no statistical
difference between those who interacted with just the editor
and those who interacted with the editor and views.

Focusing on the sessions where participants interacted with
the mutant shopping views we found that participants were
more likely to use designs from the MAP-Elite views com-
pared to the randomised control view. The distributions of the
percentage of interactions on each view are shown in Figure 6,

where an interaction is when a participant has either used or
edited a design from a particular view.

D. Discussion
Preliminary results from a large scale user study of a

mixed-initiative design tool have been presented. These results
currently help us answer the first research question “Do
users interact with suggestions from MAP-Elite algorithms
differently to a purely random set of suggestions?”. We found
that participants were statistically more likely to use designs
recommended using a MAP-Elites algorithm compared to a
randomised control group. Furthermore, we found that par-
ticipants who interacted with the algorithm were more likely
to produce better designs than the algorithm working on its
own. Our current data can not confirm whether or not a
human working alone is likely to produce better designs than
the algorithm or a participant working with the algorithm.
Although we have data that allows us to identify participants
who did not use designs from the various views, we can not
verify if they did not take inspiration from those views and
use that to inform their own design. This highlights the key
weakness of the presented field study, a lack of context of the
quantitative data. To address this we are currently carrying out
a small scale lab study with a smaller number of participants.
In this lab study we are using questions designed to assess
recommender algorithms [24], [25] to compare the randomised
control to a MAP-Elite algorithm. These questions are de-
signed to evaluate the accuracy, diversity, user satisfaction
and novelty presented by each recommender algorithm was
evaluated using a 5-point Likert scale. An altered version of
the original Genetic Car Designer was made for the purposes
of the lab study. The changes included limiting the number
of generations to 40, starting each session from the same
seed, and simplified header tabs. Rather than the Speed,
Geometry, Wheel, and Historic Insights tabs, the illumination
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Fig. 4. An overview of the data collected in the field study, plotted using the number of interactions on the x-axis and percentage improvement in the fitness
of the best design comparing the best in the first generation to the best found throughout the entire session. Each marker on the main central graph represents
a single design session. The colour and shape of each marker groups the sessions into three groups based on how the participant approached the design task,
and the size of the marker indicates the session length.

TABLE I
MEAN PERCENTAGE IMPROVEMENT IN DESIGN ACHIEVED IN EACH SESSION SEPERATED BY PARTICIPANT GROUP. THE ERROR PRESENTED IS THE

STANDARD ERROR IN THE MEAN.

Editor Interaction Views Interaction Mean Percentage Improvement (%)
— — 124± 19

X — 243± 30

X X 420± 140

algorithm and the control were presented to participants in tabs
labelled Insights 1 and Insights 2. To prevent the order of the
tabs influencing the participants, the illumination algorithm
was randomly assigned to either Insights 1 and Insights 2.
Double-blind conditions were maintained during the study to
prevent the authors from influencing participants. In addition
to the Likert scale questions we have also asked open ended

questions which can be analysed qualitatively.

In conclusion, our preliminary results suggest that the
mixed-initiative tool implemented does have an effect on the
creative process, and furthermore participants are more likely
to use suggestions generated using MAP-Elites compared to a
randomised control. A key weakness of our current approach
is that all of the data is quantitative, we can see that there is
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Fig. 5. Comparing the percentage improvement from the initial design for
participants in different groups. Using a Mann–Whitney U test (rejecting at
p < 0.001) the interacted with views is significantly different to the other
distributions.

Fig. 6. Comparing the percentage of interactions for each of the mutant
shopping views. Using a Mann–Whitney U test (rejecting at p < 0.05) the
control group is significantly different to the other distributions.

an effect but we cannot determine the context or reason for
that effect. To address this we will be carrying out a smaller
scale lab study as discussed above.
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Abstract— Artificial Intelligence (AI) art generation tools 
are widely explored in the conceptual design process in 
architecture. However, common applications view these tools 
primarily as rapid and high-quality image generators rather 
than design collaborators that converse with the designers. This 
limited application is further intensified by focusing on one 
specific tool for each use and a requirement for expertise in 
machine learning to design and access advanced functionalities 
beyond mere image generation. Therefore, the potential for 
adopting AI art generation tools in the architectural design 
process remains limited. 

This research compares several AI art generation tools 
commonly explored in architectural design. Followed by 
providing case studies of the two authors' exploration in 
university, an online workshop and personal explorations from 
2020 to 2023. Based on the findings, a collaborative and intuitive 
framework for the combined use of AI art generation tools in 
the architectural design process is proposed, facilitating 
immediate application by architectural designers.  

Keywords— AI art generation, architectural design process 

 

I. THE FIRST WAVE OF AI ART IN ARCHITECTURE 
 

Artificial intelligence (AI) has been widely explored in the 
architecture discipline, especially computer vision (CV) and 
natural language processing (NLP) techniques.  

After generative adversarial network (GAN) [1] was 
proposed, it was applied in the architecture discipline of three 
main categories, including data synthesis, design automation 
and data augmentation, while 'design assistance' and 'design 
inspiration' were considered as part of data automation [2]. 
Although only 11% of GAN research in architecture is related 
to design explorations, it has increased by 85% from 2015 to 
2021 [3].  

More convenient AI art generation tools like DeepDream 
[4] and StyleTransfer [5] were explored afterwards. However, 
the intrinsic relationship between AI and the human creative 
mind remains unclear [6]. It urges a critical examination of 
applying AI art generation tools for the architectural design 
process.  

 

II. THE SECOND WAVE OF AI ART IN ARCHITECTURE 
 

Since 2021, AI art generation tools combining CV and 
NLP to generate high-quality images have been developed. 
The most common tools are StableDiffusion [7], Midjourney 
[8] and DALL-E 2 by OpenAI [9]. Designers can enter 
"prompt" (series of text commands) to generate high-quality 
images. 

A. Misuses of AI art generation tools were criticized 
Criticized by John Frazer while being asked about his 

comments on the AI art generation experiment at Zaha Hadid 
Architects, he stated it was "very dangerous" and "risking 
trivializing their work or Zaha's work" because focusing on 
visual aspect only while neglecting space, movement, 
environment, etc. was not appropriate architectural design 
process [10]. Likewise, Daniel Bolojan stated that misusing 
AI art generation tools to generate images has little to no 
difference from using a blender to mix different images and 
create new images [11]. 

B. Three observations from designers and researchers 
First, despite the capability of producing "realistic visual 

representation" [12], there appears to be confusion regarding 
applying AI art generation tools to abstract concepts. 
Therefore, the application of AI art generation tools should 
evolve from an automatic process [13] to a collaborative [12], 
[14], and iterative process [15]. 

Second, while comparisons of various AI art generation 
tools have been initiated, the evaluations primarily focused on 
the AI techniques, speed and image quality [12], [16]. 

Third, challenges exist for designers in providing suitable 
prompts for the AI art generation tool to output images 
consistent with the design intent [17]. Therefore, designers 
should be able to adjust certain parameters (instead of using a 
black-box approach) [15]. Design researcher Erik Ulberg 
proposed and illustrated the potential of 'hand-crafting' neural 
networks [18], [19]. However, it could not be applied widely 
because the designer must possess expertise in machine 
learning knowledge to execute it effectively. 
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III. PROPOSAL OF A COLLABORATIVE, COMBINATIONAL 
AND INTUITIVE FRAMEWORK FOR AI ART GENERATION TOOLS 

IN ARCHITECTURAL DESIGN 
 

A novel framework with three guiding principles is 
proposed to address the challenges that have emerged from the 
three identified research gaps. 

Firstly, the architectural design process is a collaborative, 
iterative, and conversational endeavour instead of an 
automatic, linear, and scientific approach. It is necessary to 
emphasize that every design decision made will create a new 
"wicked" design problem; there is no "immediate" design 
solution [20]. Design activities such as sketching or 
modelling in design are considered conversational processes, 
serving as explorative thinking rather than explicit 
representations of thought [21], [22], [23]. 
 
The application of AI art generation tools in the architectural 
design process aligns with this notion. Consequently, this 
paper builds upon the same theoretical framework within the 
architectural design context, emphasizing our objective to 
facilitate the conversational process between designers and 
AI art generation tools. 

Fig. 1. Architectural design process as a conversational process (left: with 
physical sketching and modelling tools, right: with AI art generation tools) 

Secondly, the criteria for selecting AI art generation tools 
should be based on the requirements of each design stage and 
the designers' understanding of the tools. 
 
Instead of identifying a specific AI art generation tool that 
provides the best image quality or the fastest generation 
speed, the emphasis could be placed on the potential for 
combining various tools in a customized manner to address 
specific design needs. 
 
Thirdly, AI art generation tools should be intuitive for 
designers, facilitating immediate use. While AI art generation 
tools nowadays rely on inputting prompts (a series of phrases 
or sentences) for operation, 'prompt-engineering' should not 
be the principal focus for designers. Emphasis should be 
placed on using images as inputs, given that architectural 
designers predominantly work with visual mediums such as 
sketches or 3D models. 
 
The adjustable parameters provided by AI art generation tools 
should be aligned with designers' knowledge, ensuring ease 
of use. Additionally, it is important to avoid lengthy or 
expensive local computer setups and steep learning curves, 
thus making the tools more accessible for designers. 

TABLE I.  THREE OBSERVATIONS AND RESPECTIVE PROPOSALS 

 Current observation Proposal 

Architectural 
design process Automatic 

 
Collaborative, 

iterative, 
conversational 

 

AI art generation 
tool selection 
criteria 

Best image quality, 
fastest generation 

speed 

 
Combinational uses 
according to design 

need 
 

Designer-friendly 

 
Need to learn 

'prompt-engineering' 
and AI to adjust the 

tool 
 

Intuitive for immediate 
widely-use 

 

IV. RESEARCH STRUCTURE 
This research is composed of three parts. First, the common 
AI art generation tools are compared, focusing on identifying 
their potential applications. Second, a framework schematic 
is presented. Finally, case studies and illustrations of the two 
authors' attempts in an architecture university module in 
2020, an online workshop on the DigitalFutures platform in 
2021 and self-exploratory research in 2022 and 2023. 
 
The self-research aimed to demonstrate the framework's 
flexibility by exploring various tools that cater to designers 
with differing levels of experience and knowledge. This 
includes designers with no computational knowledge, those 
who have previously used AI tools, and individuals with AI 
knowledge who intend to customize the tools for more 
advanced applications.  

V. COMPARISON OF CURRENT AI ART GENERATION 
TOOLS AND IDENTIFY THEIR POTENTIAL USES 

 
Common AI art generation tools were compared and 
evaluated from the perspective of architectural designers 
rather than focusing on the underlying techniques. In addition 
to the first wave of AI art generation tools, such as 
DeepDream and StyleTransfer, the analysis also included the 
second wave of tools, such as MidJourney, DALL-E2, and 
Stable Diffusion. 
 
With rapid advancements, an increasing number of derived 
applications have emerged. While it is impossible to 
enumerate all the most advanced tools, some notable 
examples, such as Playground.AI and InvokeAI, are 
incorporated. The primary objective was to showcase various 
tools with distinct characteristics and operation methods, 
which can be employed in various architectural design 
contexts. 

TABLE II.  COMPARISON AND POTENTIAL DESIGN APPLICATIONS 

 Advantages Limitations Potential uses 

 
DeepDrea

m 

Intuitive,  
Free Limited uses 

 
Understand Colab 

environment 

StyleTransf
er 

Intuitive,  
Free 

Difficult to 
iterate 

 
Understand Colab 

environment  
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 Advantages Limitations Potential uses 

Midjourney High quality Less intuitive, 
25 free quota 

 
High quality 

 

DALL-E 2 High-quality, 
intuitive UI  

50 free quotas 
(Monthly 
reset to 15 

credits) 

 
High quality, 
Edit, expand, 

combine images 
 

StableDiffu
sion 

Intuitive, 
Free, with 

WebUI 

Need basis of 
Google Colab 

 
Developable 

 

Playground
.AI 

Intuitive, 
1000 free 

images/day 

Couldn't 
expand/ 
combine 

 
Image-to-image as 
the starting point 

 

InvokeAI All-rounded Using local 
machine  

 
 When you have a 
powerful machine 

 

VI. CASE STUDIES 
The analysis encompasses three case studies from the authors' 
prior investigations, comprising a university architecture 
module, an online workshop, and a collection of recent 
research efforts. 

A. XJTLU Architecture Module in 2020 
The first exploration was the ARC 411 Module (ARC411 
Practice based enquiry and architectural representation) of 
Xi'an Jiaotong Liverpool University Master of Architectural 
Design course in 2020. There was a two-week exercise 
focusing on exploring AI art generation tools. 
 
One author was the tutor, while another was among the 
twelve students with minimal or no programming knowledge. 
The case study explored the use of DeepDream and 
StyleTransfer through Google Colab, with files provided by 
a tutor from the computer science discipline. Students gained 
inspiration from the resulting images and translated them into 
architectural approaches. However, the interface proved 
challenging for non-programmers to comprehend. 

Fig. 2. An extracted screenshot of StyleTransfer on Google Colab 

 
During the first week, students explored the use of 
DeepDream. They conducted numerous trials by adjusting 
input images and switching between various "hallucination" 
modes preset within the DeepDream program. However, 
students struggled to interpret the unpredictable results.  
Eventually, students discovered that DeepDream provided 
the most value when applied to a top view or conceptual 
images, as illustrated below. Overall, this process relied 

heavily on students' imagination, with the 'black-box' trials 
offering limited assistance in the architectural design process. 
 

Fig. 3. Output of applying DeepDream to a physical concept model 

The application of StyleTransfer in the architectural design 
process initially appeared intuitive for the students. However, 
instead of merely transferring a design style from a 'texture' 
image to a 'content' image, the output often appeared blurry 
and confusing. 
 
Despite the underwhelming outcomes of StyleTransfer in the 
architectural design process, students provided both input 
images, unlike the default hallucination modes in 
DeepDream. Consequently, students attempted to modify 
input images to comprehend the mechanism behind 
StyleTransfer better. Some even tried "hacking" 
StyleTransfer by switching context and texture images, 
yielding surprising results. 
 
To facilitate a meaningful design process using AI art 
generation tools, incorporating adjustable elements 
controlled by designers is crucial. These elements include the 
designer's direct input (input images) and the AI art 
generation tool parameters, which serve as the medium for 
the collaborative design process between designers and the 
AI program. 
 
In the second week, students were encouraged to manually 
edit the output images and propose ways of application in 
their own design studio project. 
 
Like the DeepDream exploration, it required a lot of students' 
imagination. However, since it is more controllable than 
DeepDream, students could provide a more convincing 
narrative of applying AI art generation tools to the 
architectural design process. 
 
The following example demonstrates how the author 
combined three inspirations from StyleTransfer outputs into 
three distinct architectural design strategies at different scales 
(urban and architectural) for the studio project. 
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Fig. 4. Inputs, outputs of StyleTransfer and architectural strategies 
translations by the author 

In conclusion, a user-friendly interface, the flexibility for 
designers' manual iterations of both input and output images, 
and the degree of control over AI art generation tools must be 
balanced to facilitate a meaningful architectural design 
process.  
 
The Google Colab notebooks used above can be accessed at 
https://colab.research.google.com/drive/1T4RbQsmeVABx
Qv_Kdl4G6wS1NYPOvxFO?usp=sharing and 
https://colab.research.google.com/drive/1FUscVRUcJZ5_O
y8LjSWNL9N1bPO_zj0i?usp=sharing respectively. 
 

Fig. 5. The final coursework output after translating the StyleTransfer 
outputs above into a conceptual urban planning scheme by 3D modelling 

B. DigitalFUTURES Workshop in 2021 
The second exploration was a four-day online workshop in 
2021 titled "Hacking Machine Learning Style Transfer," 
organized on the DigitalFUTURES platform. The two 
authors participated as one of the three instructors and one of 
the two teaching assistants. The workshop was attended by 
approximately twenty global architecture students with little 
or no programming knowledge. 

Students were guided to explore StyleTransfer using a web 
application with a simple interface. They were then instructed 
to edit the outputs as collages and create 3D models. It was to 
enhance the intuitive controls to designers and provide a clear 
expected outcome as a familiar design target to the designers. 
On the first day, an introduction to machine learning was 
provided, including sharing experiences from the previous 
architecture module explorations. A StyleTransfer 
demonstration was given, and students were prompted to use 
a web-based StyleTransfer application featuring a clean 
interface with minimal adjustments (content image, texture 
image, and strength). 
 
On the second day, the discussion session focused on the 
results of StyleTransfer. Similar to the previous exploration, 
many students were uncertain about how to incorporate the 
outputs into an architectural design process. Therefore, the 
conversation between students and tutors centred on 
strategies for combining the outputs into a target collage and 
the subsequent 3D translation. Additionally, one of the tutors 
provided an extra live session to demonstrate how a generated 
image could be translated into a 3D model as part of the 
architectural design process. 
 

Fig. 6. StyleTransfer trials and edited collage from one of the students 

On the third day, after discussing the design development of 
the edited collages into 3D models, students finalized their 
3D models and prepared slides for the final presentations.  

Fig. 7. A student 3D modelling while using StyleTransfer collage as a 
reference 
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The final presentation and discussions took place on day four. 
The outcomes were more promising than those of the initial 
exploration. They employed a more user-friendly AI art 
generation tool and provided a well-defined expected output 
within the architectural design process. However, due to the 
significant portion of time spent manually editing output 
images for collage creation and 3D modelling, the potential 
impact of AI art generation tools appeared to be diluted. 
 

Fig. 8. A workshop outcome example of translating StyleTransfer outputs 
into a reference for 3D modelling 

C. Self-research in 2022, 2023 
This series of self-exploratory research sought to investigate 
various tools within simulated architectural design processes, 
building upon previous explorations and the proposed 
framework. 
 
Within this framework, three different sets of combined tool 
usage were examined for designers with varying levels of 
computational knowledge and interest in developing 
customized AI tools. 
 

1) Exploration 1: Immediate use for designers with little 
to no machine learning knowledge. 
 
The first exploration targeted designers with little to no 
computational knowledge. The selected tools were 
characterized by a user-friendly interface and increased free 
quotas for the exploration stage. Playground.AI, which 
offered both text-to-image (txt2img) and image-to-image 
(img2img) generation functions, was essential for an intuitive 
design process. The platform featured adjustable parameters 
that designers could quickly learn through self-testing, 
including photo strength, prompt strength, and image quality. 
Consequently, designers could manipulate understandable 
parameters, fostering collaboration between humans and AI. 
 
The first exploration example aimed to allow designers to 
iterate design and engage in dialogue with the AI art 
generation tool through intuitive parameter adjustments and 
feedback from the output images.  
 
One screenshot was captured from each stage of the described 
process below. Img2img was first applied to the designer's 
initial sketch input to search for variations as inspirations. 
Then preferred option would be used for seeking further 
variations. The design process would then be concluded with 
editing functions, including overall quality control for 
presentation and partial generation of the iteratively-
generated image. 
 

 

 

Fig. 9. Four steps from design sketch to developing an iterative design 
option (on Playground.AI) 

 
2) Exploration 2: For designers with more computational 

knowledge or experience in using AI art generation tools 
 
 
Exploration 2 focused on more experienced designers, 
utilizing Google Colab and DALL-E 2 on the OpenAI 
platform. In the first step, designers explored design 
variations on Google Colab based on their initial design 
sketch. Unlike the initial complex interfaces from the 
examples of DeepDream and StyleTransfer, a simplified code 
from Fast.AI's course by Jeremy Howard [24] facilitated 
designers' familiarity with Google Colab, allowing for further 
development. 
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In the case study, the author simulated a design scenario by 
inputting a self-sketched image to create design variations on 
the Google Colab platform. The designer experimented with 
different strengths (which control the degree of variations 
from the original image) and compared results 
simultaneously after understanding the parameters, adjusting 
and comparing all outcomes through self-revising the codes.  
 

Fig. 10. From a design sketch to iterative design options on the Google 
Colab platform 

After a few rounds of iterative generation, the output was 
uploaded onto DALL-E 2 for further design development. 
Although the OpenAI platform offered less free quota than 
Playground.AI, it provided more editing functions useful for 
more advanced design development. The example illustrated 
how the image produced in the previous stage could be 
further expanded, partially regenerated, and combined with 
additional images, as shown in the screenshots. 
 
Findings indicate that some initial learning was required 
using developable platforms such as Google Colab, but the 
potential was significant due to the programmable 
environment. Fine-tuning could yield more promising results 
based on specific needs. The platform could be adaptive to 
emerging technology, offering more potential for customized 
development and adaptation in the future. 
 
The Google Colab link used in this example can be accessed 
at 
https://colab.research.google.com/drive/1ruMnNuKizQ7Um
znz_5T59ZcVlUvEyr-e?usp=sharing. 
 
 
 
 

Fig. 11. Editing (expansion, partial regeneration, combination) for design 
development on DALL-E 2 (OpenAI platform) 

Fig. 12. The final output from the second exploration 
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3) Exploration 3: For experienced designers with the 
intention to further customize the tool 
 
We further explored the more advanced use of AI art 
generation tools for the design development stage, 
specifically for experienced designers. In a simulated design 
scenario, a designer sought to test different colour 
combinations in a specific style for a conceptual diagram of 
an urban planning project. This required the AI art generation 
tool to have a deeper understanding of the intended style and 
recognize the input image more effectively for collaboration. 
Despite the complex collaboration between designers and the 
AI art generation tool, the attempt still aimed for immediate 
use for most users without a time-consuming setup or steep 
learning curve. 
 
Applied the technique of Low-Rank Adaptation (LoRA) [25], 
designers could fine-tune stable diffusion models with only a 
few images. A customized model was trained within an hour 
through cloud computing services. Subsequently, the 
lightweight model was uploaded onto the Google Colab 
platform for immediate use. By employing the WebUI 
library, an intuitive interface for designers was provided. 
Initially, the output results did not perform as expected, 
where the output images were not following the 3D model 
structure. 

Fig. 13. Initial test of inputting a 3D model screenshot through a more user-
friendly interface 

Because of the flexibility of the Google Colab platform, the 
ControlNet plugin was installed to provide edge detection 
function, enabling the AI art generation tool to understand the 
input images based on the concept of edges, thus 
distinguishing the intended areas of generations. As a result, 
the outputs demonstrated significant improvement. This 
finding illustrates that a more developable AI art generation 
tool could be chosen for designers with more computational 
knowledge to perform a wider variety of design actions rather 
than merely increasing image quality or production speed. 

Fig. 14. Apply edge detection by ControlNet 

  
Fig. 15. Outputs of colour variations after applying edge detection and fine-
tuned models 

The Google Colab link used in this example can be accessed 
at https://drive.google.com/drive/folders/1xhlIIL3-
wj4WbG94RV2KHTpkoiJDYtcf?usp=sharing. 

 

VII. DISCUSSIONS 

A. Conclusion 
We aimed to demonstrate that, under the three principles of 
the proposed framework, different AI art generation tools 
could be utilized more effectively in various stages of the 
architectural design process, serving as a design partner.  
 

TABLE III.   CONCLUSIONS DESIGN APPLICATIONS 

 
  

Initial design 
 
Design 
development 

 
Design 
development (later 
stage) 
 

 
Main 
focus 

 
Variations  

 
Fine adjustment of 
images 
 

 
For presentation 

 
Suitable 
tools 

 
Tools with 
adjustable 
parameters to 
control the 
degree of 
variations 

 
Tools with editing 
functions, such as 
expanding, 
combining, 
erasing and partial 
generation 
function 

 
Tools capable of 
generating higher 
image quality 
 
Tools with a better 
understanding of 
images (such as 
edge detection) 
 

 

B. Limitations 
The non-intuitive switching between tools is challenge 
designers face, as most tools offer different advantages in 
producing various types of images and are rapidly evolving. 
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Consequently, designers must invest extra time deciding 
which tools are more suitable for their design process. 
 
Another challenge is the limited understanding of 
architectural terms by most AI art generation tools, which are 
built for general purposes rather than architectural design. 
Although fine-tuning enables these tools to understand a 
specific style based on training data, introducing fundamental 
architectural terms could facilitate a more intuitive and in-
depth conversation between architectural designers and AI art 
generation tools. 

C. Future Research 
 
First, in the second workshop, we attempted to translate 2D 
images into 3D models. Another intuitive architectural design 
workflow starts with physical models in addition to images. 
Utilizing ControlNet, the depth of an image can be detected, 
allowing photographs of physical models to be analyzed and 
AI art generation tools to create images based on these 
models. 
 
Second, a streamlined application specifically for 
architectural designers would be beneficial. Currently, 
designers must switch between different applications for 
different design stages, and more advanced websites often 
provide more functions than needed. Compiling the essential 
functions for architectural designers into a single user 
interface would enhance immediate intuitive application. 
 
Third, future design sessions should be organized for 
architecture students, allowing them to gain meaningful 
experience using AI art generation tools as part of their design 
process. Collecting feedback from these experiences could 
contribute to further development in this field. 
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