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Abstract: 
Diabetes is a malfunctioning of the body caused due to the deficiency of insulin & has now-a-days gained popularity, 

globally. Although doctors diagnose diabetes using a blood glucose test, we cannot clearly classify the person as diabetic or not 

based on these symptoms. Also a pre-diabetic phase can alert the doctors and the patient about the depreciating health and can 

aware the patient about the concerned measures. In this paper, we propose a multi-class genetic programming (GP) based 

classifier design that will help the medical practitioner to confirm his/her diagnosis towards pre-diabetic, diabetic and non-

diabetic patients. 
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1. Introduction  
Diabetes has now-a-days gained global popularity. The 21

st
 century with its sedentary lifestyle in the suburbs and a 

fast, social, urban lifestyle all endanger an individual‘s life and promote him towards diabetes. Diabetes is a malfunctioning of 

the body to produce insulin. Insulin is a hormone that helps the cells of the body take in sugar, or glucose, that is circulating in 

the blood stream and use it for energy. The American Diabetes Association estimates that 25.8 million children and adults in 

the United States—8.3% of the population—have diabetes and 7.0 million people are still undiagnosed[14]. Doctors diagnose 

diabetes using a blood glucose test. A blood sample is drawn and the concentration of sugar in the plasma of the blood is 

analyzed in a lab. Diagnosis of diabetes depends on many other factors and hence makes the medical practitioners job difficult, 

at times. One high blood sugar test is not always enough to diagnose someone with diabetes especially if the person has no 

other symptoms. Also, many a times it is noticed that in extreme cases, the doctor has also to depend upon his previous 

knowledge and experience to diagnose the patient. Many a times, doctors prefer a second opinion too. Bearing all factors in 

mind, a tool which enables the doctors to look at previous patients with similar conditions is necessary. The most important 

factors in diagnosis are data taken from the patients and an expert‘s opinion. This is a primary reason for the growth of artificial 

intelligence systems growing in health care industry [2]. Also a pre-diabetic phase can alert the doctors and the patient about the 

depreciating health and can aware the patient about the concerned measures. In this paper, we propose a multi-class genetic 

programming (GP) based classifier that will help the medical practitioner to confirm his/her diagnosis towards pre-diabetic, 

diabetic and non-diabetic patients.    

 

2. Related Work 
GP has already been used by a lot of authors to classify 2-class problems [3]–[8]. Karegowda et al. used neural 

networks and presented a hybrid model which uses Genetic Algorithms (GA) and Back Propagation Network (BPN) for 

classification of diabetes among PIMA Indians[18]. Polatet et al. proposed two different approaches for diabetes data 

classification - principal component analysis and neuro-fuzzy inference and Generalized Discriminant Analysis (GDA) and 

least square support vector machine (LS-SVM).They achieved an accuracy of 89.47% and 79.16% respectively[15][17]. Muni, 

Pal, Das [22] proposed a method for multiclass classifier and introduced a new concept of unfitness for improving genetic 

evolution. Hasan Temurtas et al.[16] proposed a neural approach for classification of diabetes data and achieved 82.37% 

accuracy. Pradhan et al. used Comparative Partner Selection (CPS) along with GP to design a 2-class classifier for detecting 

diabetes[17]. Cheung used C4.5, Naive Bayes, BNND and BNNF algorithms and reached the classification accuracies 81.11%, 

81.48%, 81.11% and 80.96%, respectively[20]. Ephzibah [19] used a fuzzy rule based classification system for feature subset 

selection in diabetes diagnosis. This approach proves to be cost-effective. Arcanjo et al. proposed a KNN-GP (KGP) algorithm, 

a semi-supervised transductive one, based on the three basic assumptions of semi-supervised learning. This system was 

implemented on 8 datasets of UCI repository but inferior results were obtained for diabetes dataset[21]. Having a look at multi-

class classifiers, a few researchers [9] - [12], have had an attempt with it. Kishore et al. [9] proposed an interesting method 

which considers a class problem as a set of two-class problems[22]. Smart investigated the multi class approach using modified 

genetic operators and concluded that GP can be used to improve multi class problems [24]. Lim et al. presented an excellent 

comparison of 33 classification algorithms in [23]. They used a large number of benchmark data sets for comparison. None of 

these 33 algorithms use GP [22].  
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3. Introduction to GP 
The field of evolutionary computation (EC) has a variety of alternate methods and approaches to problem solving. 

Some important approaches that have been applied to problems based on Genetic Algorithms (GA) classifier systems, 

evolutionary strategies and evolutionary programming. Both GP and GA are being used for image feature extraction, selection, 

and classifiers optimization. However, in recent years the field of Genetic Programming (GP) [1] has emerged as an effective 

means for evolving solutions to problems. GP can represent solution in the form of computer programs. 

Genetic Programming utilizes similar characteristics with GAs in the fundamental processes of evolution and natural 

selection in order to construct solutions to problems. However, unlike GAs which use fixed sized binary strings, GPs use a 

variable sized tree structure. An initial population of individuals is generated and tested against the problem at hand. An 

objective fitness value is assigned to individuals based upon their ability to solve the problem, and then fitness proportionate 

selection is used to select which individuals will pass their genetic material into the next generation using genetic operators like 

crossover, mutation, and reproduction operations. An example of a GP tree has been shown in the figure below. 

 

3.1. GP Operators 
 

3.1.1. Crossover 

In crossover (or recombination), two programs are selected from the population, both are then copied to a mating pool. A 

crossover point is randomly chosen in each program, and the subtrees below the crossover points are swapped. The two 

programs, with swapped subtrees, are then copied to the new population. This is pictured in the figure below. 

 

3.1.2. Mutation 

In mutation, a single program is selected from the population and copied to a mating pool. A mutation point is chosen 

randomly, somewhere in the program, and the subtree below the mutation point is replaced with a new, randomly generated 

subtree. The new program is then copied into the new population. This is pictured in figure below. 

 

3.1.3. Reproduction 

To ensure that the fitness of programs in a population is never less than that of previous generations, the reproduction, or 

elitism, operator is used. This consists of simply copying the best few programs of a generation‘s population directly to the 

next. 
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3.2. Selection in GP Evaluation 

The selection process determines which individual should be passed to next generation. Fitness value is the selection key of the 

individuals. However, a number of methods help us to select the individuals based on the fitness values. The two primary 

methods used in GP are described below. 

3.2.1. Roulette-wheel selection: In this method a roulette wheel is broken into a number of segments. Each program in the 

population takes one segment, but the size of each segment is relative to the fitness value of the program in the segment. The 

fittest programs take larger segments while less fit programs take smaller sections. The roulette-wheel is spun many times to 

select which individuals will be chosen for crossover, mutation, and reproduction operations. Every program has a chance of 

being selected multiple times, but the probability of more fit programs being selected is greater due to the larger segment of the 

wheel. 

3.2.2. Tournament selection: Normally the selection of individuals is carried out over the entire population space; but in 

tournament selection, competition for selection is divided into a large number of localized competitions, called tournaments. In 

each tournament selection, a number of individuals between two and ten are selected at random from the population. The 

individuals within the tournament then compete for a chance to be selected to pass genetic material into the next generation. 

Usually only the best one or two individuals in the tournament, depending on tournament size, are selected. Each individual 

program compete in several tournaments, but those programs with higher fitness values would have a better chance to win more 

tournaments as compared to lower fitness. 

3.3. Basic Terms of GP 
 

3.3.1. Function Pool 

It is a set of functions that will be used by the intermediate nodes in the structure of the tree. The function pool can contain 

different types of functions which are problem dependent. All these functions may have different number of inputs but always 

have a single output e.g. for logical problems logical functions like AND, OR, etc. are used. The function pool[2] that will be 

used is {+, -, *, /, square, √, sin, cos, asin, acos, log, abs, reciprocal}. 

3.3.2. Fitness Function 

The most significant concept of genetic programming is the fitness function. Genetic Programming can solve a number of 

problems; it is the fitness function which connects GP to the given problem. Each individual is assigned a fitness value by this 

function. It determines how well a solution is able to solve the problem. It varies greatly from one type of the problem to 

another. It is chosen in such a way that highly fitted solutions have high fitness value. Fitness function is the only index to 

select a chromosome to reproduce for the next generation. 

4. Proposed System 

Genetic Programming uses Evolutionary Computation and trains computational programs to take human-like 

decisions. In our proposed system, we consider Genetic Programming to evaluate and classify diabetic patients, based on the 

previous knowledge imparted into the system. In association with Data Mining, Genetic Programming has been used to classify 

a patient as pre-diabetic, diabetic or non-diabetic. This system not only provides a multiclass classifier of diabetes, but will also 

act as a second opinion to doctors and medical practitioners. The ‗to-be diabetic‘ patients can also be warned and alerted and 

necessary steps can be taken by the doctor towards them. This will help us to save important time in concern with the patients. 

As the field of fuzzy systems and logical behaviour is rapidly growing, this multiclass GP approach can efficiently co-ordinate 

doctors, especially the ones with no or little experience, to take major diagnostic decisions. Evolutionary Computation 

techniques deal with enhancing optimization, as fuzzy systems with imprecision. These soft computing methodologies are 

complementary and although a cent percent accuracy is not expected, convincing results for a multiclass (pre-diabetic, diabetic, 

non-diabetic) classifier are promised, as multiclass classifiers are still in search of better and quicker results. Also a real time 

dataset of diabetes is to be used, which will differentiate the system from the previous diabetes classifiers which used the PIMA 

Indians dataset. 

5. Conclusion 
We have proposed a GP approach to design classifiers for diabetes detection. It evolves an optimal classifier for a 

multiclass problem i.e, pre-diabetic, diabetic, and non diabetic. The proposed system promises to evaluate quicker and better 

results than those discussed in the current paper.  
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