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#### Abstract

The success of the application of evolutionary approaches depends, to a large extent, on problem representation and on the used genetic operators. In this paper we introduce a new graph based crossover operator and compare it with classical two-point crossover. The study was carried out using a theoretical hard problem known as Busy Beaver. This problem involves the search for the Turing Machine that produces the maximum number of ones when started on a blank tape. Experimental results show that, in this domain, the new graph-based operator provides a clear advantage over two-point crossover.


## 1 INTRODUCTION

Genetic operators play a particular important role in Evolutionary Computation. The task of recombination operators is to promote the exchange of genetic material between individuals. Typically, the operators used depend on the problem being solved and on the chosen representation. When using linear representations the most common operators are single-point, two-point and uniform crossover [Mitchell, 1996]. If a structured representation (e.g. trees) is adopted, it is advantageous to define recombination operators suitable for this structure [Angeline, 1994]. An example of such an operator is the standard GP crossover that exchanges sub-trees between individuals [Koza, 1992].
For some problems the natural representation is a graph. The main goal of this paper is to introduce a graph-based crossover operator and study its application to this type of problems. The application domain is the Busy Beaver (BB) problem [Rado, 1962] which involves the representation of Turing Machines (TMs). Tibor Rado introduced BB in the context of the existence of noncomputable functions. It can be described as follows:

Suppose a TM with a two way infinite tape and tape alphabet $=\{$ blank, $\mathbf{1}\}$. The question Rado asked was: What is the maximum number of 1 s that can be written by an N-State halting TM when started on a blank tape? This number, which is function of the number of states, is denoted by $\Sigma(\mathrm{N})$. A machine that produces $\sum(\mathrm{N})$ non-blank cells is called a Busy Beaver. $\Sigma(\mathrm{N})$ happens to be non-computable.
Some values for $\Sigma(\mathrm{N})$, and the corresponding TM's are known today for small values of N (e.g. $\sum(1)=1, \sum(2)=4$, $\left.\Sigma(3)=6, \sum(4)=13\right)$. As the number of states increases the problem becomes harder, and, for $\mathrm{N}>=5$, there are candidates (or contenders) which set lower bounds on the value of $\sum(\mathrm{N})$. This is partially due to the fact that there is neither a general, nor a particular theory about the structure of a BB. To prove that a machine is the N-state BB, we must perform an exhaustive search over the space of all N -state TMs and prove that no other machine produces a higher number of ones. This becomes extremely complex due to the halting problem.
The BB is one of the most interesting theoretical problems. It has attracted the attention of many researchers and several contests were organized trying to produce the best candidates. The used techniques perform a partial search on the solution space, looking for TMs that produce the best lower bound for the value of $\sum(\mathrm{N})$. Some of the best contenders were obtained by [Marxen and Buntrock, 1990] (e.g., he established that $\Sigma(5)>=4098$ ). His approach involves enumeration and simulation of all N -state TMs, using several techniques to reduce the number of inspected machines, accelerate simulation and decide non-termination.
In the original setting, the problem was defined for 5 -tuple TMs. This type of machines, given a current state and symbol, write a new symbol, enter a new state and move the read/write head left or right. One of the main variants consists in considering 4 -tuple TMs. These machines, during the transition to a new state, either write a new symbol to the tape or move the head (the actions are not allowed simultaneously).
In [Pereira et al, 1999] we used an evolutionary approach to the BB problem, and set new best lower bounds for

4-tuple $\mathrm{BB}(7)$ and $\mathrm{BB}(8)$, showing that $\sum(7)>=102$ and that $\sum(8)>=384$. If we compare these results with previous best candidates $\left(\sum(7)>=37\right.$ and $\left.\sum(8)>=84\right)$, it is clear that the used approach brings significant improvements. In previous studies we used two-point crossover. Here we will study the application of a graph-crossover operator to BB. An extensive set of experiments was performed and the results show that it clearly outperforms classical two-point crossover. Additionally, the use of this new operator allowed the discover of new best candidates for $\mathrm{BB}(6)$ and $\mathrm{BB}(7)$, setting the new records in 25 and 164 (The previous best $\mathrm{BB}(6)$ candidate was found by Chris Nielsen and writes 21 1s).

The paper is organized as follows: section 2 comprises a formal definition of 5 and 4-tuple TMs and the rules for the BB problem. In section 3, we present our graph-based crossover operator. In section 4 , we discuss several ways of interpreting TMs. Section 5 relates to the simulation and evaluation of TMs. In section 6, we present and discuss the results of comparative experiments between classical crossover and graph-crossover. Section 7 concerns ongoing research work. Finally, in section 8 , we draw some conclusions.

## 2 PROBLEM DEFINITION

A deterministic TM can be specified by a sextuple (Q,П,Г,ठ,s,f), where [Wood, 1987]:
$\square \mathrm{Q}$ is a finite set of states
$\square \Pi$ is an alphabet of input symbols
$\square$ is an alphabet of tape symbols
$\square \delta$ is the transition function
s in Q is the start state
$\square \mathrm{f}$ in Q is the final state.
The transition function can assume several forms; the most usual one is:

$$
\delta: Q \times \Gamma \rightarrow \mathrm{Q} \times \Gamma \times\{\mathrm{L}, \mathrm{R}\}
$$

where L denotes move the head left and R move right. Machines with a transition function with this format are called 5-tuple TMs. A common variation consists in considering a transition function of the form:

$$
\delta: \mathrm{Q} \times \Gamma \rightarrow \mathrm{Q} \times\{\Gamma \cup\{\mathrm{L}, \mathrm{R}\}\}
$$

Machines of this type are known as 4 -tuple TMs. When performing a transition, a 5-tuple TM will write a symbol on the tape, move the head left or right and enter a new state. A 4-tuple TM either writes a new symbol on the tape or moves its head, before entering the new state.
The original definition [Rado, 1962] considered deterministic 5 -tuple TMs with $\mathrm{N}+1$ states ( N states and an anonymous halt state). The tape alphabet has two symbols, $\Gamma=\{$ blank, $\mathbf{1}\}$, and the input alphabet has one, $\Pi=\{\mathbf{1}\}$. The productivity of a TM is defined as the number of 1 s present, on the initially blank tape, when the machine halts. Machines that do not halt have productivity zero. $\Sigma(\mathrm{N})$ is defined as the maximum
productivity that can be achieved by a N -state TM. This TM is called a Busy Beaver.

In the 4-tuple variant productivity is usually defined as the length of the sequence of ones produced by the TM when started on a blank tape, and halting when scanning the leftmost one of the sequence, with the rest of the tape blank. Machines that do not halt, or, that halt on another configuration, have productivity zero (Boolos, 1995). Thus, the machine must halt when reading a $\mathbf{1}$, this $\mathbf{1}$ must be the leftmost of a string of $\mathbf{1} \mathrm{s}$ and, with the exception of this string, the tape must be blank.

## 3 A GRAPH CROSSOVER OPERATOR

In GP individuals are usually represented as trees; the genetic operators consider this representation, i.e., they "see" the individuals as trees and preserve the inherent syntactic restrictions [Angeline, 1994]. In our approach the individuals are N -State TMs and their natural representation is a directed graph with $\mathrm{N}+1$ nodes. The main idea of our crossover operator is the exchange of sub-graphs between individuals.
As stated before, a 4-tuple TM can be defined by a sextuple ( $\mathrm{Q}, \Pi, \Gamma, \delta, \mathrm{s}, \mathrm{f}$ ). Without loss of generality, we can consider $\mathrm{Q}=\{1,2, \ldots, \mathrm{~N}, \mathrm{~N}+1\}$, set 1 as the initial state and $N+1$ as the final one. Since $\Pi=\{\mathbf{1}\}$ and $\Gamma=\{$ blank, $\mathbf{1}\}$, we only need to represent the transition function, $\delta: \mathrm{Q} \times\{$ blank, $\mathbf{1}\} \rightarrow \mathrm{Q} \times\{\mathrm{L}, \mathrm{R}$, blank, $\mathbf{1}\}$. Figure 1 shows a TM and the corresponding transition table.


Figure 1: A 4-tuple TM and its transition table. The blank symbol is represented by a $\mathbf{0}$. This machine writes $102 \mathbf{1 s}$ in 4955 transitions [Pereira et al, 1999].

Therefore, each individual is coded by an integer string with the following format:


The basic idea of our operator is to promote the exchange of sub-graphs or, from a functional point of view, the exchange of sub-machines. In order to explore the structure of the TMs, and since any sub-set of nodes and arcs is a sub-graph, we must impose constraints to the sub-graphs being exchanged. A TM, especially one with a complex behavior, is usually formed by several sub-machines. These sub-machines are composed by nodes (and corresponding arcs) that are functionally dependent. In TMs functional dependency is usually related to the distance between nodes (considering minimum path length). Thus, the probability of two nodes being functionally dependent is higher if they are directly connected. Therefore, our sub-graphs will be composed by a subset of closely linked nodes and by the linking transitions, i.e. the transitions among them. We will call this type of transitions internal. An illustrated description of the crossover algorithm follows.
To perform crossover between individuals $A$ and $B$, we start by randomly selecting the crossover points (states) $P_{A}$ and $P_{B}$, and a crossover size $X$ (the number of states of each sub-graph). Next, we will determine the sub-graphs, $S_{A}$ and $S_{B}$. Each sub-graph will be composed by the set of the $X$ closest states from the corresponding crossover point and by their internal transitions. Distance between two states is defined as the length of minimum path connecting them in the directed graph. If there is no path connecting the two states the distance is infinite. Thus, to construct each sub-graph we start by determining the set of states to be included, which is achieved through breadth first search. The exclusion of states at the same distance is done randomly. This process yields two lists of states, $L_{A}$ and $L_{B}$, ordered according to the distance from the crossover point and with the order of states at the same distance chosen randomly. Since we are evolving TMs of fixed size we need to ensure that the lists contain the same number of nodes ${ }^{1}$. When the lists have different sizes the largest is truncated.
The internal transitions of $S_{A}$ will be replaced by the internal transitions of $S_{B}$ and vice-versa. This implies establishing a correspondence between states. We chose to define correspondence based on the position of the states in the lists $L_{A}$ and $L_{B}$ (i.e. nodes at the same position are correspondent). In Figure 2 we present an example of the crossover operation between individuals $A$ and $B$ at points $P_{A}$ and $P_{B}$. The crossover size is three, $L_{A}=\{1,2,4\}$ $L_{B}=\{2,3,6\}$, yielding the following correspondence table $\left\{1_{A}-2_{B}, 2_{A}-3_{B}, 4_{A}-6_{B}\right\}$.
When the number of internal transitions in $S_{A}$ and $S_{B}$ is different, there are transitions that won't be exchanged, since they don't have an equivalent. In the example shown in Figure 2, the transition $2 \times 0 \rightarrow 4 \times \mathrm{R}$ of individual $A$ is not replaced by $6 \times 0 \rightarrow 1 \times \mathrm{R}$ since this transition is not internal.

[^0]

Figure 2: Example of Crossover. Nodes belonging to the sub-graphs are depicted in gray and transitions in bold. A dashed line represents internal transitions that weren't replaced.

## 4 CHROMOSOME INTERPRETATION

It is clear that there are several TMs that exhibit the same behavior; these machines can be considered equivalent. If we construct sets of machines with equivalent behavior we only need to run one of the machines of the set. The most important equivalent class is the Tree Normal Form (TNF) [Marxen and Buntrock, 1990]. Using a TNF representation ensures that machines differing only in the naming of the states, or in transitions that never are used, are represented in the same way.
It would be nice to represent the machines in the TNF. Unfortunately, to convert a machine to its TNF we have to run it, number the states in the order that they are visited, and delete unused states and transitions. Therefore, we can consider the following alternatives:
$\square$ Directly decoding the chromosome to a TM, and thus not taking advantage of equivalence classes.
$\square$ Interpret the machine codified in the chromosome, as if it was in TNF [Machado et al, 1999].

A further possibility is to code back the changes induced by the TNF interpretation, i.e. modify the original chromosome to one with the machine in TNF format. Thus, we have three different options for the representation and interpretation of TMs: using a standard representation (Standard), use a tree normal form interpretation of the machine (TNF), or the TNF interpretation combined with back coding of the resulting phenotype (BackCoding).
The importance of the selected representation was subject of a previous study [Machado et al, 1999]. The central conclusion was that TNF and BackCoding clearly outperform Standard interpretation. It was also visible that TNF performs better than BackCoding, although in a lesser scale. Another interesting result is the need for a fairly high mutation rate, which may indicate that the fitness landscape is highly irregular and hard to sample. These results were obtained with two-point crossover.

## 5 SIMULATION AND EVALUATION

The evaluation phase involves the interpretation of each chromosome and simulation of the resulting TM. Due to the Halting Problem we must establish a limit for the number of transitions (MaxT). Machines that don't halt before this limit are considered non-halting TMs.
To assign fitness we consider the following factors [Pereira et al, 1999], in decreasing order of importance:
$\square$ Halting before reaching the predefined limit for the number of transitions.
$\square$ Accordance to the rules [Boolos and Jeffrey, 1995].
$\square$ Productivity.
$\square$ Number of used transitions.
$\square$ Number of steps made before halting.
This approach yields better results than using the productivity, alone, as fitness function [Pereira et al, 1999]. The idea is to establish and explore the differences between "bad" individuals, e.g., a machine that never leaves state 1 is considered worse than one that goes through all the states, even if they have the same productivity.

## 6 GRAPH VS. CLASSICAL TWO-POINT CROSSOVER

The experiments presented in this section concern the search for 4 -tuple $\mathrm{BB}(6)$. Since the previously best known candidate wrote 21 1s in 125 transitions we set MaxT to 250. The experiments were performed using GALLOPS 3.2 [Goodman, 1996].

The parameters of the Evolutionary Algorithm (EA) were the following: TM representation $=\{$ Standard, TNF, BackCoding \}; Number of Evaluations $=\{40000000\}$; Population Size $=\{100,500\}$; Generation Gap=1; Crossover Operator = \{Two-point, Graph\}; Crossover rate $=70 \%$; Single point mutation; Mutation rate $=\{1 \%$, $5 \%, 10 \%$; Elitist strategy; Tournament selection; Tournament size $=\{2,5\}$. Two-point crossover was restricted to gene boundaries. Maximum graph crossover size $=3$. A particular experimental configuration can be defined as an instantiation of the following set \{TM representation, Mutation Rate, Population Size, Tournament Size\}. For each configuration we performed thirty runs with the same initial conditions and different random seeds.

Table 1 shows the average number of ones written by the best individual, of the final population, for all considered configurations. A brief perusal of the results indicates that graph crossover consistently outperforms two-point crossover, improving the results for all representations. When we use two-point crossover the average productivity is 11.56 ; with graph crossover it is 13.5 . In addition to reaching higher global results, it also sets new best averages for specific configurations. The best configuration for two-point crossover \{TNF, 5\%, 100, 5\} achieves a 15.9 average productivity. With graph crossover the best configuration, \{BackCoding, 5\%, 500, 5\}, achieves 18.6 average productivity.
It is also important to consider the evolution of productivity of the best individual over time. In Figure 4 we present the charts with the results of the experiments using TNF representation and a 5\% mutation rate. We chose these settings because they are the ones where the

Table 1: Results achieved in the 4-tuple $\mathrm{BB}(6)$. Productivity of the best individual of the final population. Each experiment was repeated 30 times. The results are the averages.

|  |  | Two-Point |  |  |  |  |  |  |  |  |  |  |  | Graph |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Standard |  |  |  | TNF |  |  |  | BackCoding |  |  |  | Standard |  |  |  | TNF |  |  |  | BackCoding |  |  |  |
|  | Pop. | 10 |  | 50 | 0 | 10 |  | 50 |  |  | 0 | 50 | 0 |  | 0 | 50 |  | 10 |  | 50 | 0 |  |  | 50 | 0 |
|  | T. Size | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 | 2 | 5 |
| 结 | 1\% | 8.5 | 7.4 | 8.6 | 7.9 | 11.8 | 10.5 | 9.2 | 9.7 | 11.5 | 10.3 | 10.7 | 10.7 | 14.6 | 10.4 | 13.7 | 9.1 | 15.3 | 13.4 | 14.4 | 12.4 | 14.3 | 12.0 | 15.4 | 12.7 |
|  | 5\% | 9.8 | 14.3 | 8.2 | 12.6 | 14.4 | 15.9 | 14.0 | 14.1 | 13.0 | 15.8 | 12.3 | 13.0 | 12.1 | 16.1 | 10.5 | 16.9 | 14.4 | 18.4 | 13.7 | 17.4 | 13.0 | 17.8 | 12.9 | 18.6 |
|  | 10\% | 9.3 | 10.6 | 8.1 | 9.0 | 15.5 | 14.5 | 13.0 | 12.2 | 11.6 | 14.2 | 11.2 | 12.7 | 9.9 | 12.2 | 8.6 | 10.8 | 14.2 | 14.4 | 12.0 | 12.8 | 13.3 | 13.8 | 11.3 | 13.8 |
|  | Totals | 9.2 | 10.8 | 8.3 | 9.8 | 13.9 | 13.6 | 12.1 | 12.0 | 12.0 | 13.4 | 11.4 | 12.1 | 12.2 | 12.9 | 10.9 | 12.3 | 14.7 | 15.4 | 13.4 | 14.2 | 13.5 | 14.5 | 13.2 | 14.9 |
|  |  | 9.9 |  | 9.07 |  | 13.77 |  | 12.03 |  | 12.73 |  | 11.77 |  | 12.56 |  | 11.61 |  | 15.03 |  | 13.76 |  | 14.04 |  | 14.05 |  |
|  |  | 9.53 |  |  |  | 12.90 |  |  |  | 12.25 |  |  |  | 12.08 |  |  |  | 14.39 |  |  |  | 14.04 |  |  |  |
|  |  | 11.56 |  |  |  |  |  |  |  |  |  |  |  | 13.50 |  |  |  |  |  |  |  |  |  |  |  |

best known contender is more frequently found. It is interesting to notice that, for the majority of the experimental settings, the differences in productivity are substantial throughout the evolutionary process. The configuration $\{\mathrm{TNF}, 5 \%, 100,2\}$ is one of the rare cases where this does not happen.


Figure. 4: The charts show the number of ones written by the best individual using a $T N F$ interpretation. The results are averages of series of 30 runs.

The chosen mutation rates $(1 \%, 5 \%, 10 \%)$ may seem a little odd. In a previous study [Machado et al, 1999] we showed that, when using two-point crossover, high mutation rates were required in order to find good candidates. This fact was explained by a tendency of the EA to converge to local maxima. The advantages of using graph crossover diminish as the mutation rate increases. This is shown clearly in Table 2, which presents the difference between the results achieved by two-point crossover and graph crossover, for the same configurations. For a mutation rate of $1 \%$, the average increase in productivity is 3.37 , for $5 \%$ mutation 2.03 , and for $10 \%$, the average gain is 0.44 . These facts indicate that graph crossover overcomes the tendency to converge to sub-optimal solutions. Two-point crossover between individuals with resembling genotypes will result in an individual that is also similar (e.g. two-point crossover between the same individual doesn't produce any change). With graph crossover this is not necessarily true. In late generations, when a few individuals tend to dominate the population, graph crossover may promote diversity. A $10 \%$ mutation rate is too high for this type of crossover. This is especially visible in the results of TNF representation. An expected result since $T N F$, by itself, enables higher population diversity [Machado et al, 1999].
In Table 3 we indicate the number of times that the best 4-tuple $\mathrm{BB}(6)$ candidate ( $21 \mathrm{1s}$ in 125 transitions) was found. These results confirm and emphasize the previous ones. The difference between the two crossover operators is impressive. Using a $1 \%$ mutation rate and two-point crossover we were unable to find the best contender, while with the new crossover operator this candidate was found 9 times. Conversely, with $10 \%$ mutation it was found 11 times with two-point and 7 with graph crossover, which confirms our previous remarks. The table also stresses the increase in performance for the best configuration $\{\mathrm{TNF}, 5 \%, 100,5\}$, from 6 to 11 . The number of runs performed does not render statistically significant differences for specific configurations. Nevertheless, the overall difference ( 25 vs. 47) is statistically significant (confidence level 99\%).
The idea behind the proposed crossover operator is to take advantage of the inherent relations in the sub-structures

Table 2: Difference in productivity between Graph and Two-Point crossover for the best individual of the final population. The entries in bold represent statistically significant differences (confidence level 99\%).


Table 3: Number of runs in which the maximum was reached. Blank Cells indicate that none of the 30 runs reached the maximum.

that compose a TM. These sub-structures (or sub-machines) can be considered as the building blocks of our problem. Two-point crossover is "blind" with regard to the structure of a TM, being, therefore, ineffective in the combination of such blocks. Graph crossover is aware of the structure of the individuals, enabling effective discovery and recombination of building blocks of increasing order. Our results prove that solutions obtained by successive recombination of building blocks enable the discovery of TMs with complex behavior and credible candidates for the BB problem.
In [Machado et al, 1999] we showed that using a TNF interpretation of the TMs (with or without BackCoding) significantly improves the results. This was partially explained by the reduction of the search space, and by the fact that TNF induces an ordering of the states. With TNF, states that are directly connected have a higher probability of being close in the chromosome, resulting in a higher similarity between genotype and phenotype neighborhood. Accordingly, the probability of functional dependent states being separated by two-point crossover is greatly reduced. The use of the proposed graph crossover operator implicitly redefines genotype proximity, making it a step closer to phenotype proximity. Thus, this further reduces the probability of breaking sub-programs.

## 7 ONGOING RESEARCH

Our study leaves some open issues that are subject of current research efforts:
$\square$ The influence of crossover size.
$\square$ The number of exchanged transitions depends on the similarity of the sub-graph's topology (higher similarity usually involves a higher number of exchanged transitions).
$\square$ There are alternative ways to construct the lists of nodes of the sub-graphs. They could, for instance, be constructed in way that would maximize the number of exchanged transitions.
$\square$ Comparing graph-crossover with other types of recombination operators.

Concerning the BB problem itself, a straightforward modification to the TM simulation enables us to attack, simultaneously, $\mathrm{BB}(\mathrm{N})$ and $\mathrm{BB}(\mathrm{X})$ for $\mathrm{X}<\mathrm{N}$. Thus, when attacking $\mathrm{BB}(7)$ we also try to solve $\mathrm{BB}(6)$ to $\mathrm{BB}(1)$. The presented experimental results concern $\mathrm{BB}(6)$. Currently, we are trying to set new lower bounds for $\mathrm{BB}(7)$ and $\mathrm{BB}(8)$. A new $\mathrm{BB}(7)$ candidate was already found. It writes 164 1s in 23198 transitions. To our surprise we also discovered a new $\mathrm{BB}(6)$ contender. This result was quite unexpected since the previous record, $21 \mathbf{1 s}$ in 125 transitions, stood by several years. The new machine writes 25 1s in 256 transitions (Figure 5). We didn't discover it before because the limit for the number of transitions was set to 250 . This new record was only found because we were searching for $\mathrm{BB}<=7$ and thus using an higher limit of transitions.
Our future efforts will be aimed at breaking current $\mathrm{BB}(8)$ and $\mathrm{BB}(9)$ records in the 4 -tuple variant. To achieve this we need to speed up the simulation of the TMs, in order to allow a higher limit for the number of transitions. Among the possibilities are early detection of non-halting machines [Marxen and Buntrock, 1990] and using macrotransitions.


Figure. 5: The new $\mathrm{BB}(6)$ best candidate. This machine writes 25 1s in 256 transitions.

## 8 CONCLUSIONS

In this paper we proposed a new recombination operator designed to work with individuals with a graph structure. The application domain was the BB problem, more specifically the search for $\mathrm{BB}(6)$ candidates. In order to assess the performance of the operator, we conducted a comprehensive set of experiments comparing it with classical two-point crossover.

The experimental results show that graph crossover clearly outperforms standard two-point crossover. The increase of performance is visible for nearly all considered experimental settings, showing that manipulating the individual in a way that is consistent with its representation improves the results. Preliminary testing indicates that the results are extensible to $\mathrm{BB}(7)$ and $\mathrm{BB}(8)$. Additionally, new lower bounds for $\mathrm{BB}(6)$ and $\mathrm{BB}(7)$ were established.
We believe that the presented operator can be applied to other problems for which the natural representation is a graph. Due to the nature of our application domain we only allowed the exchange of sub-graphs with the same number of nodes. However, this constraint can be removed, enabling the application to a wider variety of problems.
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[^0]:    ${ }^{1} X$ is the maximum crossover size. There are situations where it is impossible to reach $X$ states when starting from the crossover point.

