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Abstract

We describe an empirical investigation within
an artificial world, AEGIS, where a popula-
tion of animals and plants is evolving. We
compare different system setups in search of
an ‘ideal’ world that allows a constantly high
number of inhabitants for a long period of
time. We observe that high responsiveness
at individual level (speed of movement) or
population level (high fertility) are ‘ideal’.
Furthermore, we investigate the emergence of
the so-called mental features of animals de-
termining their social, consumptional and ag-
gressive behavior. The tests show that being
socially oriented is generally advantageous,
while agressive behavior only emerges under
specific circumstances.

1 Introduction

The study we report here is concerned with the popula-
tion dynamics and the emergence of mental features!
under different conditions in an A-Life environment.
Technically speaking we have two objectives:

1. To investigate which environmental conditions
(i.e. physical and biological rules) are ‘ideal’, in
the sense that the ecosystem is able to maintain a
constantly high number of inhabitants for a long
period of time.

2. To study the emerging dominant patterns in the
mental characteristics of artificial animals.

!Mental features are the ones that directly determine
behavior of individuals.
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Our artificial world is called Artificial Environment
with Genetic Inheritance Simulation (AEGIS)2. It is a
simple model of a natural ecological system for simu-
lation and experimentation purposes, no optimization
problems of any kind are solved like in (Hilis, 1991).
This system embodies an artificial environment with
two kinds of inhabitants: animals and plants. The
animals are genetic which means that their physical
and mental properties are determined by their chro-
mosomes, and genetic operators, such as crossover and
mutation, are used on the chromosomes to produce
offspring. In (Koza, 1991), (Rasmussen et al., 1991),
(Jefferson et al., 1991), (Koza, 1994), (Ray, 1991), and
(Skipper, 1991), the genetic information is based on
programmable matter like executable code. The ge-
netic information of the animals in our environment
is based on DNA and RNA like structures (Schuster,
1991). The plants are not genetic and are primarily
incorporated in the system to serve as food for the ani-
mals. Unlike (Taylor et al., 1988), AEGIS has biological
knowledge already built in. The animals are able to
move through the artificial environment; they are not
stationary like cellular automata ((Tamayo and Hart-
man, 1988), (Boerlijst and Hogeweg, 1991), (Kauffman
and Johnsen, 1991)). In Section 2 we will give a de-
scription of AEGIS.

Certain laws of physics and biology within AEGIS are
incorporated by general rules (describing for instance
how animals move) and by parameters used by these
rules. We study the effects of different parameter set-
tings and the effect of a certain parameter is observed
at two levels. For our first goal we look at the pop-
ulation dynamics, starvation and birth figures for in-
stance, or periodicity in the system. For our second
goal we look at the mental characteristics of the ani-
mals at the end of the run. If a certain characteristic,
e.g. much interest in food, is commonly present, than

2AEGIS (written in C++/Motif) can be downloaded
from http://www.wi.leidenuniv.nl/" jvhemert/aegis/



we see it as an essential feature for survival in the
given environment. The experiments are described in
Section 4.

Finally, in Section 5 we summarize our observations,
draw conclusions and sketch interesting issues for fur-
ther research. This paper leaves out much of the im-
plementation details of the AEGIS world. For a more
detailed description we refer to (Elia, 1997a) and (Elia,
1997b). Similar work has been done in (Bedau and
Packard, 1991), (Devine and Paton, 1997), (Coderre,
1988), (Johnson, 1994) and (Skipper, 1991).

2 AEGIS

The artificial world can be seen as a two dimensional
grid wrapped around at the edges (Figure 1). Each
grid position corresponds with an area which can con-
tain one animal and one plant.

Area

~ *plant
*animal

T T

v "’ﬁ
===

Figure 1: The Artificial World structure.

The world evolves with discrete time steps, called cy-
cles. In one cycle all animals are given the opportu-
nity to perform a number of actions. The number of
actions an animal can perform depends on its physical
attributes (more muscles imply more actions per cycle,
while having a thick skin implies fewer actions). After
each cycle, the number of actions animals can perform
in the next cycle is updated, as well as the plant at-
tributes. Animals are born with a certain maximum
life time. After each cycle the remaining life time is
updated by reducing the maximum life by one. (The
remaining life time is also reduced by receiving a hit
in a fight, see Section 3.2.)

Artificial Plants (APs) are necessary for animals as
food to restore their energy reserves. An AP has a
certain fixed position in the environment and an en-
ergy level which equals its nutritious value for an an-
imal. APs have three features: reproduction, growth
and mortality. At the end of a cycle APs grow. If
an AP’s energy level exceeds the multiplication thresh-

old it will try to create a new AP in one of its four
neighboring areas. When this is not possible and if
the energy level exceeds the seed launch threshold, it
will randomly try to create a new AP somewhere in
the world, killing itself in the process. An AP also dies
when it is completely eaten by an animal, which results
in an energy level of zero.

The main subjects in this study are the Artificial An-
imals (AAs). AAs mimic important features of real
living organisms: mobility, reproduction, competition,
consumption and mortality. In the system, the plants
are the energy providers and the animals are the en-
ergy consumers. The animals acquire energy by eating
plants and lose energy by performing actions. Possi-
ble actions are: moving, eating, fighting and repro-
ducing. An AA can observe (part of) its environment.
An evaluation function, influenced by the mentality
of the given AA, decides which direction of movement
is most advantageous. AAs have genetic information
(genotype), which determines their physical (muscle
mass and skin thickness) and mental attributes (in-
terest levels in social, aggressive and food consuming
behavior). The genetic material is encoded in bit-
strings which are subject to genetic operators. One
point crossover is applied to two parents and delivers
two children. Children are created by cutting the par-
ents into two pieces at a randomly chosen crossover
point and exchanging the genetic material after this
point. Mutation is applied to one animal and it cre-
ates one new animal by changing the value of a bit at
a randomly selected position. Every time an animal
performs an action there is a chance of 0.01 this an-
imal gets mutated. It is not possible to mate at just
any given time. Animals have to wait for a so-called
recovery period after having created offspring before
they are able to reproduce again.
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Figure 2: An illustration of a genotype of an AA, with
physical (gender, muscle, skin) and behavioral (social,
consumptional, aggressive) parts.

3 Animal behavior

We distinguish three types of behavior: social, con-
sumptional, and aggressive (attacking) behavior. The
mental bits of a genome are used by probabilistic rules
in the decision mechanism shown in Figure 3. If any of



the behavioral attributes has a high value, the AA will
have the tendency to behave in that particular way.
Nevertheless, by the probabilistic nature of the rules
the choice to perform a certain action is not determin-
istic.
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Figure 3: Decision mechanism of an AA.

AAs can interact with each other in various ways. The
type of interaction is based on the difference in phys-
ical attributes (skin thickness and muscle strength).
When an AA meets another AA which has physical at-
tributes that are outside the tolerance bound (here
set at 12.5%), they consider each other as rivals mak-
ing aggressive behavior possible. AAs with similar at-
tributes have the possibility to ‘socialize’. Because the
physical attributes are also subject to evolution, an im-
plicit speciation process is taking place during a run.
These aspects fall outside the scope of this paper, here
we only mention that thin skin and high muscle mass
relatively increase speed (the number of actions per cy-
cle) and lower the sex recovery period of an aA, (Eiben
et al., 1998).

3.1 Social behavior

The tendency to show social activity is expressed by
an AA’s social mental bits. The influence of the social
interest is twofold. First, an AA with social interest will
have the tendency to move towards other AAs which
are physically similar (within the tolerance bound).
Second, when an AA has a high social interest, it will
try to have more sex. Two AAs can only mate if they
are on neighboring areas and

e the gender attributes differ,

e the physical attributes are within the physical tol-
erance bounds (here 12.5%),

e the mental attributes are within the mental toler-
ance bounds (here 25.0%).

After mating, AAs are not able to mate again for a
so-called a recovery period. This period is measured

by the numbers of actions performed and not by the
number of cycles elapsed. Thus, speedy AAs recover in
fewer cycles.

3.2 Aggressive behavior

Two AAs residing in neighboring areas and being out-
side each others physical tolerance bound can have a
fight or decide to run off. An AA will fight if it has
an aggressive attitude and if it has enough energy.
A fight consists of a series of hits. Each hit reduces
the energy level of the attacker by fight-cost units
and also lowers the energy level of the victim by two
times fight-cost units. Another effect of a hit is
that it reduces the remaining life time of the victim
by a number of cycles. This number is determined
by the muscle mass of the attacker (high muscle mass
can cause more damage) and the skin thickness of the
victim (thick skin animals are more resistant).

3.3 Consumptional behavior

Consumptional attitude has its influence on the de-
cisions and movements of an AA. A high interest in
food consumption generates a tendency to move to-
wards areas containing plants by influencing the eval-
uation function that determines how attractive given
areas are. Additionally, when an AA has less than half
of its maximum energy reserves, the attractiveness of
areas containing food is increased ten times to prevent
starvation. When an AA eats, it extracts energy from
the plant on the current area. The amount of energy
it extracts is maximal in the sense that it either re-
fills the AAs reserves to maximum or exhausts all the
plant’s energy.

4 Experiments

We performed initial experiments in order to adjust
the system parameters such that the eco-system as a
whole is viable, i.e. the amount of animals and plants
does not becomes zero. A configuration satisfying this
requirement is taken as the reference parameter set for
AEGIS. Parameters are divided into fixed parameters,
which are kept fixed throughout all experiments (see
Table 1) and variable parameters (shown in Table 2).

The effects of the variable parameters are the subjects
of the current study. The first three parameters have
effect on the animals’ metabolism: the amount of en-
ergy units it takes to perform a certain action. The
last parameter has influence on the fertility, by deter-
mining the frequency of reproduction and thereby the
amount of offspring an animal can create in a lifetime.



Table 1: Values of fixed system parameters.

Animal status specification
maximum life time (nr. of actions) 200
maximum energy reserve (energy) 150

Initial population

Initial Animal population size 1000
Initial Plant population size 3000
Plant characteristics

Plant energy at ‘birth’ (energy) 75
Plant growth (energy/cycle) 20
Plant multiplication threshold (energy) 125
Plant seed launch threshold (energy) 140

The reference parameter set has been used to depict
the ‘standard’ evolution used as a yardstick to compare
the other parameter sets with.

Table 2: Values of variable system parameters in the
reference parameter set.

Action costs

Movement cost (energy/movement) 5
Sex cost (energy/mating activity) 10
Fight cost (energy/hit) 5
Sex recovery (actions) 20

A system run is monitored in different ways. Basi-
cally, we consider population dynamics/statistics, and
the emergence of animal attitudes. Population dynam-
ics/statistics are monitored by recording data on the
number of animals, plants, fights, children born and
animals died during the run. This kind of data (gained
by five independent runs for each setup) is summarized
in Table 4, where the first row contains the reference
parameter set. In Figure 4 we display one run of the
system by plotting the curves on the number of ani-
mals, plants, and fights. Note that such curves cannot
be averaged, if two curves behave the same way, but
are relatively out of phase, they can nullify each other’s
waves. Thus, instead of showing averaged curves, a
representative run is shown. Notice the influence the
animals and plants have on each other. In the first
stage of the run (cycles 1 through 500) the system is
in some kind of transition, or ‘warming-up’ phase. Af-
ter that, the curves show low frequency repetitions in a
predator-prey style. Overpopulation causes a decrease
in plants. This will cause an increase in deaths, which
means that the plant life can fully restore eventually.

Besides population dynamics/statistics we also look at
the development of animal characteristics under the
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Figure 4: Population dynamics under the reference
parameter set (one representative run shown).

circumstances represented by a certain parameter set.
We distinguish physical attributes (skin thickness and
muscle mass) and mental attributes (interest in food
consumption, socializing and aggressive actions). By
the lack of space we omit the treatment of physical
attributes, and concentrate on mental features in this
paper. A concise overview of results can be found in
(Eiben et al., 1998). Since all animal features are ini-
tialized randomly, data in the beginning of a run show
almost equally divided values for each attribute. Non-
uniform distributions at termination indicate that un-
der the selective pressure of the environment certain
characteristics disappear, thus are considered as dis-
advantageous, while others prevail. These are seen as
successful survival strategies in the setup.

The mental features are given by histograms show-
ing the end situation (after 4000 generations) in Fig-
ure 5. The three histograms depict the tendency for
aggression (left), consumption (middle), and social in-
terest (right) in the population. In each histogram
the left-hand side belongs to lower values concerning
the given feature. That is, if a histogram is skewed
to the left then the AAs are not much interested the
given kind of activity (fights, eating, or sex). Figure 5
shows that the dominating attitudes are not aggres-
sive (cautious/neutral) and socially interested. A con-
sumptional attitude does not seem to be that impor-
tant since the values vary between very low and very
high.

4.1 Comparing different parameter sets

To examine the effect of the parameters move cost, sex
cost, fight cost, and sex recovery have on the artificial
ecosystem, we systematically change them. The sys-
tem parameters undergo isolated adjustments, i.e. only
one parameter is changed at a time. For each of the
above parameters we experiment with a low and a high
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Figure 5: Histograms of mental animal attributes at
termination under the reference parameter set: aggres-
sion (left), consumption (middle), and social interest
(right).
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value as compared to the reference parameter set. Ta-
ble 3 shows the particular values that have been used.

Table 3: The variable system parameters for all setups
(setup 1 is the reference parameter set).

move  sex fight sex
nr. name cost  cost cost recov
1 reference set 5 10 5 20
2 low fight cost 5 10 1 20
3 high fight cost 5 10 20 20
4 low move cost 1 10 5 20
5 high move cost 20 10 5 20
6 low sex cost 5 1 5 20
7 high sex cost 5 40 5 20
8 short sex recov 5 10 5 1
9 long sex recov 5 10 5 30

In the sequel we summarize the results of changing the
parameter values, based on five independent runs for
each setup. Recall, however, that the system curves
cannot be averaged. For the population dynamics a
representative run is shown in all cases.

Table 4: Average number of animals, plants, fights,
offspring born, and deaths over five independent runs
for all setups.

animals plants fights  offspring  deaths
1 6623.8 6741.1 861.4 155.2 73.1
2 7109.4 6838.9  1356.9 165.2 58.8
3 4226.7 6103.5 344.1 111.0 98.5
4 9379.4 7897.4  3606.2 322.7 41.5
5 1138.2 7060.7 48.0 53.0 55.9
6 7006.7 6590.3 797.0 178.5 70.8
7 5663.6 6452.0 523.8 129.5 69.3
8 9165.4 7815.1  1703.8 196.4 75.7
9 1388.8 7223.1 266.1 49.9 34.2

4.1.1 The effect of fight cost

The most significant difference between the low and
high fight cost setups is the frequency of oscillations
in the number of animals and plants. High costs in-
crease this frequency and, to a less extent, also the
amplitude. It is interesting that aggressive attitude
only emerges under high fight costs. This increased
interest in fighting costs a lot of energy. The increased
interest in food, cf. Figure 7, and the higher death
figures, cf. Table 4, confirm this.
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Figure 6: Population dynamics for parameter set 2:
low fight cost (left) and parameter set 3: high fight
cost (right).
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Figure 7: Histograms of mental animal attributes at
termination for low fight cost (above) and high fight
cost (below): aggression (left), consumption (middle),
and social interest (right).

4.1.2 The effect of move cost

Here again, we see that the setup with the high cost
(in this case high move cost) leads to an increased fre-
quency of oscillations in the number of animals and
plants. The low move cost setup seems ideal: the eco-
system is able to reach a stable state and maintain
animal and plant populations at a high level. Very
surprising is the emergence of aggressive behavior in
case of the low move cost setup. There are even more
aggressive animals than under high fight costs (Fig-
ure 9) and the number of fights is also much higher,
cf. Table 4. The increased move cost leads to an in-
crease interest in food.
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Figure 8: Population dynamics for parameter set 4:
low move cost (left) and parameter set 5: high move
cost (right).
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Figure 9: Histograms of mental animal attributes at
termination for low move cost (above) and high move
cost (below): aggression (left), consumption (middle),
and social interest (right).
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4.1.3 The effect of sex cost

The difference between the low and high cost setup
variants is the smallest so far in these experiments.
Nevertheless, the high sex cost setup shows an in-
creased frequency w.r.t. the one with low cost. The
relatively small difference in the results in Table 4 and
the emerging mental characteristics indicate that the
sex cost is a robust parameter.
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Figure 10: Population dynamics for parameter set 6:
low sex cost (left) and parameter set 7: hight sex cost
(right).

4.1.4 The effect of sex recovery period

The difference between these two setups is dramatic.
The short sex recovery setup qualifies as the ‘second
best paradise’ (after low move cost), while having a
long sex recovery period leads to a complete disaster:
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Figure 11: Histograms of mental animal attributes at
termination for low sex cost (above) and high sex cost
(below): aggression (left), consumption (middle), and
social interest (right).

the eco-system dies out after about 1100 cycles®. The
high fertility implied by the short sex recovery period
enables an almost stable state (Figure 12), where the
population levels are close to those in the low move
cost setup (see Table 4). There are also significant dif-
ferences between the two ‘ideal’ setups: as opposed to
parameter set 4, no aggressive attitude emerges under
parameter set 8. Furthermore, in the low sex recov-
ery setup the interest for food is significantly higher as
shown in Figure 13.
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Figure 12: Population dynamics for parameter set 8:
short sex recovery (left) and parameter set 9: long sex
recovery (right).

egara000 — TR——— p J————

]

[ wocia

ool prputon
560t prpaton
caBEBRBHE R
6ot prpulion
caBEBRBEE R

‘MHHHHHHHHHHHHHHWH

egar1o00 — fooai000" — p ——

il i

catiows nearal omresive Tow o == wocia

S0l prputon
ot prpultion

ot prpultion

caBEBRBHE R
caBEBRBHE R

Figure 13: Histograms of mental animal attributes at
termination for short sex recovery period (above) and
for long sex recovery period (below): aggression (left),
consumption (middle), and social interest (right).

3Note, that all statistics and data plots for this setup
are based on the situation after 1000 cycli, as opposed to
the usual 4000.



5 Conclusions

Our first research objective concerns the parameters
of an ‘ideal’ world that allows a constantly high level
of flora and fauna in AEGIS. We have found two of
such worlds, belonging to parameter sets 4 (low move
costs) and 8 (short sex recovery period). These worlds
are not identical, since the curves on population dy-
namics (the left hand side of Figure 8, respectively
the left hand side of Figure 12) differ, and so do the
figures from Table 4. Nevertheless, they are clearly dif-
ferent from the other ones and similar to each other.
These worlds share a common feature: the systems
ability for fast response. Low move costs allow fast
individuals (many movements per cycle on the two
dimensional grid), while a short sex recovery period
facilitates the population’s fast traversal of the imag-
inary space of all possible genotypes. In other words,
the ideal world seems to be one that allows fast action
at individual or at population level. Let us explicitly
mention the world with low fertility (long sex recovery
period). This parameter setup turns out to be lethal,
since it leads to complete extinction.

It is interesting to note that worlds with high costs
(for fight, move and sex) lead to more frequent oscil-
lations in the populations compared to the low cost
variants, see the left hand side and the right hand side
of Figures 6, 8, 10, and 12. Different values for the sex
cost parameter, however, caused relatively little dif-
ferences in the statistics (Table 4) and the population
dynamics (Figure 10), that is, for other parameters the
low and high valued setups exhibit larger differences.
The small effect of different values of the sex costs are
even more apparent for the mental features, compare
the histograms in Figure 11 that are almost identical.
Thus, sex cost seems to be a robust parameter, in the
sense that the system is not too sensitive to its specific
values in the range we have tried.*

As for our second research objective, the emerging
mental features, probably the most interesting obser-
vation is that under all circumstances the animals
develop a high social interest, see the rightmost his-
tograms in figures 7, 9, 11, and 13. With respect to
the animals interest in food there were large differ-
ences in emerging mental patterns. In general it seems
that environments with high cost involve a consump-
tion oriented behavior. Nevertheless, interest in food
under low sex costs is also high.

Aggressive attitude only emerged under setup 3 (high
“Note that the range of different values is the highest

for this parameter: between 1-40, while for the others the
values range between 1-20 or 1-30.

fight costs) and setup 4 (low move cost), in other cases
the animals are mostly cautious/neutral. The general
lack of aggressive attitude is interesting as fights seem
to offer evolutionary benefits. Namely, fights can re-
duce the energy level and the remaining lifetime of
‘enemies’, that is of AAs that are consuming the same
resources, but differ so much physically that are use-
less for mating and reproduction. Besides this possible
benefit, fights also have an unattractive side: costs.
Recall that an AA only initiates a fight if its energy re-
serves are high enough and each hit in a fight reduces
the energy level of the attacker too. In the meanwhile,
the damage to the victim is larger, it looses twice as
much energy and also some of its remaining life time.
All in all, fighting is not attractive if the costs are rel-
atively high compared to the benefits. Thus, fighting
might be worth if the costs are not high (plenty of
energy is available) or the benefits (damage caused)
are large. The two worlds where aggressive attitude
emerged illustrate both options. Under setup 3 (high
fight costs), the difference between the losses of the at-
tacker and the victim are the largest, which amounts
to relatively large benefits. Setup 4 (low move costs)
embodies a ‘cheap’ world where movement does not
cost much energy, hence the cost aspect does not serve
as prevention against fighting.

Further research is directed to incorporate the notion
of communication in the world of AEGIS and study its
effect on the dynamics of the population. Details will
be subject of future publications, let us only mention
one remarkable result here. Without communication
world 9 (long sex recovery) ended up in extinction of
all AAs, cf. the left hand side of Figure 12. Never-
theless, the possibility to communicate, in particular
to inform each other about the location of food, re-
sults in a viable ecosystem under the same conditions
as shown in Figure 14.
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Figure 14: Population dynamics for parameter set 9
(long sex recovery) with communication added.
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