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Abstract

The problem of designing adaptive �lters
for nonlinear systems is faced in this work.
The proposed evolution program combines
the e�ectiveness of the Multi Model Ada-
ptive Filters and the robustness of Genetic
Algorithms. Speci�cally, a bank of di�erent
Extended Kalman Filters is implemented.
Then, the a posteriori probability that a spe-
ci�c model, of the bank of the conditional
models, is the true model, can be used as �t-
ness function for the Genetic Algorithm. The
superiority of the algorithm is that it evolves
concurrently the models' population with the
initial conditions. Thus, this procedure alle-
viates the Extended Kalman Filter's sensi-
tivity on the initial conditions, by estimating
the best values. Finally, a variety of de�ned
crossover and mutation operators is investi-
gated in order to accelerate the algorithm's
convergence.

1 Summary

The nonlinear �ltering problem, has been a central is-
sue in the �eld of signal processing. The most widely
known approach is the so-called Extended Kalman Fil-
ter (EKF). Although its applicability, it is known that
the EKF su�ers from the proper determination of the
initial conditions, that a�ects dramatically the con-
vergence of the algorithm. In the literature, some me-
thods are proposed to determine the initial conditions,
but there is no uni�ed framework for the general solu-
tion to this problem. There are two parameters which
are essential to the convergence of the algorithm �

�0
and

Sk. The �rst one a�ects the smoothness of the conver-
gence, that is if there are many values diverging from
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the true one or if the majority of the values converge
to the true one. The second one is even more signi�-
cant. It a�ects the convergence itself. A wrong choice
in the value of Sk will probably lead the algorithm to a
wrong solution. A new Evolution Program which com-
bines the e�ectiveness of adaptive multi model parti-
tioning �lters and GAs' robustness has been developed
in this work that focuses on the system identi�cation
problem. Speci�cally, a bank of EKFs is implemented,
each �tting to a di�erent nonlinear conditional model.
Then the a posteriori probability that a speci�c model
of the bank is the true model, can be used as �tness
function for the GA. In this way, the algorithm iden-
ti�es the true model even in the case where it is not
included in the �lters' bank. Evolving the initial po-
pulation of the models, the sets of the respective ini-
tial conditions can be evolved simultaneously. Thus,
it is clear that the evolution of the population of the
�lter's bank improves the �lter's performance, since
the algorithm can search the whole parameter space,
for both the correct parameters' values and the best
initial conditions. The method is not restricted to the
Gaussian case, it is applicable to on-line/adaptive ope-
ration and is computationally e�cient. Furthermore,
it can be realized in a parallel processing fashion, a
fact which make it amenable to VLSI implementation.
The structure of the EP that has been developed has
two versions. According to the �rst version, we �rst
make an initial population of m pairs of real num-
bers each of them representing possible values of Sk

and �
�0
. For each population of possible solutions we

apply an MMAF and have as result the respective a
posteriori probability. This is the �tness of each possi-
ble solution. According to the second version, we �rst
make an initial population of s vectors of m pairs of
real numbers (each pair representing a possible value
of (Sk; �

�0
)). For each such vector we apply a MMAF

and have as result the a posteriori probability of each
value. The biggest a posteriori probability is the �t-
ness of each vector.


