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A speci�cation of a parallel genetic algorithm (GA)
with multiple populations includes the size and num-
ber of the populations (demes), the topology of the
connections between the demes, the migration rate,
and the policy to select emigrants and to replace ex-
isting individuals with incoming migrants. The objec-
tive of this paper is to study how the migration policy
a�ects the speed of convergence.

The choices of migrants and the replacement of indi-
viduals are not often considered important parameters
of parallel GAs. However, these choices a�ect consid-
erably the speed of convergence, which is important
because excessively slow or fast convergence may cause
the GA to fail. The results of this study also o�er an
explanation to claims of superlinear speedups on par-
allel GAs. A plausible cause for these claims may be
that the total amount of work in the parallel GA is less
than the work that a serial GA requires to reach the
same solution. But what causes the reduction in the
work? The paper argues that some migration policies
increase the selection pressure and cause the parallel
GA to converge faster than would be expected from
dividing a large population into smaller demes.

The individuals that emigrate may be selected at ran-
dom, or among the best individuals in a deme. Simi-
larly, migrants may replace random individuals at the
receiving deme, or they may replace the worst individ-
uals. The full version of the paper (Cant�u-Paz, 1999)
presents di�erence equations that predict the propor-
tion of good individuals in a deme for the four pos-
sible migration policies. The equations assume that
migration occurs every generation. Figure 1 presents
plots of the di�erence equations along with experimen-
tal results (two demes with 1000 individuals, pairwise
tournament selection, no crossover, and no mutation).
The proportion of migrants is m = 10%. The growth
of good individuals is signi�cantly faster when good
individuals are chosen to migrate, regardless of how
they replace individuals.

The takeover time is the number of generations that it
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Figure 1: Comparison of the growth of the good indi-
viduals using di�erent migration policies.
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Figure 2: Takeover times using di�erent migration
policies and varying the migration rate.

takes a single individual of the best class to get n� 1
copies in a population of size n. Figure 2 shows the
takeover times in demes with 10000 individuals and
pairwise tournament selection. The plots illustrate
that the convergence is faster with higher migration
rates, and that the fastest convergence occurs when
good migrants replace bad individuals, which is the
most frequently-used migration policy.

The shortened convergence times are certainly desir-
able, but also constitute a potential source of failure.
If the search fails, the user may switch to a less aggres-
sive migration policy or reduce the migration rate.
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