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Abstract

We propose an approach to improve the performance of neuro-genetic hybrids. We used a two-dimensional genetic encoding to represent the network with less information loss and devised a careful restructuring of neural network so that the geographic contributions of neurons can be better reflected in the genetic process. We test handwritten character recognition problem to examine the performance of the proposed approach. Experimental results showed significant improvement by neuron reordering and two-dimensional encoding.

1 Introduction

Artificial neural networks (ANNs) have been intensively studied for Handwritten Character Recognition (HCR) systems [2, 18, 19, 25]. There are a variety of tuning methods for ANNs. Generally backpropagation is the most popular local gradient training technique. However, there is no guarantee with few exceptions that such methods find an optimal neural network. They tend to become stuck at local optima.

We propose a neuro-genetic hybrid approach for improving the performance of neural networks. Genetic algorithms (GAs) can provide diverse initial solutions to backpropagation and have recently become popular [9, 14, 17, 23]. To represent solutions, GAs for ANN optimization have been using linear encodings following the convention of the GA community [10, 14, 20]. Typically, every weight in an ANN takes a position in a linear chromosome of a GA. However, linear encodings have limited capability in reflecting the geographic linkages of genes [1, 7] and a number of two-dimensional (2D) encodings have been used for other problems [1, 4, 7, 15]. The weights of an ANN can be represented by a 2D matrix and thus they are intrinsically suitable for a 2D encoding.

In this paper, we use a 2D encoding for genetic representation and employ 2D geographic crossover which has demonstrated good performance for the graph partitioning problem [15, 21, 22]. Once the structure of an ANN is fixed, the genotype depends on the order of neurons in the structure. Even with a 2D encoding, the geographic relationships between neurons may not be well reflected. We measure the relative relationships of neurons and propose a restructuring algorithm based on these relative relationships. This restructuring approach enables the hidden neurons with the relatively high relationship to be clustered.

The remainder of this paper is organized as follows. In the next section, we summarize the neural network architecture that we used. In Section 3, we describe our hybrid neuro-genetic approach and the reordering approach. We present our experimental results in Section 4 and state our conclusions in Section 5.

2 Neural Network Design

We use a recurrent neural network architecture based on Elman’s recurrent neural network [8]. It consists
of two layers, excluding the input layer, as shown in Figure 1.

Each hidden unit is connected to itself and also fully connected to all the other units. These connections are updated in the propagation phase every \( \Delta t \) time interval. The intermediate output \( \phi_j(t) \) of the \( j^{th} \) hidden unit at cycle \( t \) is computed through the summation of two factors as in the following:

\[
\phi_j(t) = \sum_{i=1}^{n} w_{ji} y_i(t) + T \cdot \sum_{i=1}^{p} u_{ji} v_i(t - 1)
\]

\[
v_j(t) = \varphi(\phi_j(t))
\]

where

\( v_j(t) \): the output value of the \( j^{th} \) hidden unit at cycle \( t \)

\( y_i(t) \): the value of the \( i^{th} \) input unit at cycle \( t \)

\( w_{ji} \): the weight between the \( j^{th} \) hidden unit and the \( i^{th} \) input unit

\( u_{ji} \): the recurrent weight between the \( j^{th} \) hidden unit and the \( i^{th} \) hidden unit

\( n, p \): the numbers of input units and hidden units, respectively

\( T \): the decay factor to control the reflection ratio of the recurrent factor

\( \varphi \): sigmoidal transfer function \( \frac{1}{1 + e^{-ax}} \).

The first term is related to the feedforward connections between the input and hidden layer and the second term reflects the recurrent factor.

We represent the set of weights by a matrix \( M = [m_{ij}] \) where \( m_{ij} = w_{ji} \) for \( 1 \leq i \leq n \) and \( m_{ij} = u_{ji} \) for \( n < i \leq n + p \). We will create a chromosome based on this matrix. In the \( m_{ij} \), \( i \) is the index of the source unit and \( j \) is the index of the target unit. Then, in the weight matrix, values on the same row are with the same target unit and values on the same column are with the same source unit.

The weight correction of the above recurrent neural network during error backpropagation is determined as follows:

\[
\frac{\partial E}{\partial w_{ji}} = \sum_{k=1}^{q} \{-(t_k - o_k) \varphi'(\psi_k) \pi_{kj} \} \varphi'(\phi_j) y_i
\]

\[
\frac{\partial E}{\partial u_{ji}} = T \sum_{k=1}^{q} \{-(t_k - o_k) \varphi'(\psi_k) \pi_{kj} \} \varphi'(\phi_j) v_i
\]

where

\( E \): the error value in the training phase calculated using the mean square error

\( t_k \): the target output of the \( k^{th} \) output unit

\( o_k \): the real output of the \( k^{th} \) output unit

\( \pi_{kj} \): the weight between the \( k^{th} \) output unit and the \( j^{th} \) hidden unit

\( q \): the number of output units

\( \psi_k = \sum_{j=1}^{p} \pi_{kj} \).

We use \( 28 \times 28 \) images of digits as input data of the neural network. If the network has an input unit for every one of the \( 28 \times 28 = 784 \) pixels, the problem space becomes very large and the backpropagation learning speed is considerably reduced. Kohara and Nakamura [16] suggested an alternative approach that counts the density (number) of black pixels on each row and provides the vector of the counted numbers. The horizontal density distributions (HDDs) – the spectrum of black-pixel numbers in the horizontal rows – are visibly different digit by digit. This approach can significantly decrease the number of units in the neural networks. They reported an 85.3% recognition rate for the handwritten digit recognition. When this approach is applied to our problem, the number of input units reduces from 784 to 28. This speeds up the convergence of network tuning at the cost of lower recognition quality. We find a compromise in between the two extremes. In addition to the number of black pixels in each row, we also count the number of black pixels in each column (we call this the vertical density distribution (VDD)); thus we have 36 input units. In addition, we shift every image upwards and to the left so that both the leftmost column and the topmost row have at least one black pixel. All our training patterns were fitted to a \( 23 \times 22 \) grid. Thus the number of input units becomes 45. We used 20 units in the hidden layer; the output layer naturally has 10 units corresponding to the 10 digits. If any test pattern does not fit to the \( 23 \times 22 \) grid, the rightmost columns and bottommost rows are thrown away. We use the \( 1-of-N \) approach as output encoding. Each output neuron corresponds to one of the 10 digits. For each input vector, only one of 10 output neurons has value 1 and the others have value 0.

## 3 The Proposed Neuro-Genetic Hybrid

### 3.1 The GA Structure

The template of the proposed genetic algorithm is shown in Figure 2. It is a typical steady-state hybrid genetic algorithm. When a genetic algorithm is hybridized with a local improvement heuristic, it called
Create initial population of fixed size;

\[
\text{do }
\begin{align*}
\text{choose parent}_1 & \text{ and parent}_2 \text{ from population;} \\
\text{offspring} & = g2d\_crossover(parent_1, \text{parent}_2); \\
\text{mutation} & (\text{offspring}); \\
\text{backpropagation} & (\text{offspring}); \\
\text{reordering} & (\text{offspring}); \\
\text{if} & \text{suited} (\text{offspring}) \\
\text{then replace} & (\text{population, offspring}); \\
\text{until} & \text{ (stopping condition)};
\end{align*}
\]

Return the best solution;

Figure 2: The template of the hybrid GA

3.2 Problem Encoding

Most GAs for neural-network optimization encode a solution (a set of weights) with a linear string following the convention [10, 14, 20]. However, linear encodings are known to be a factor limiting GAs’ performance in other problems [1, 7]. Two-dimensional encodings have been proven to perform favorably [1, 4, 7, 21, 22]. Instead of transforming into a linear string, we represent a solution by a weight matrix. In the matrix, each row corresponds to a hidden unit and each column corresponds to an input unit, a hidden unit, or an output unit. Figure 3 shows an example of such encoding. The relationships among the edges in the network can be better reflected in this 2D representation, which will be experimentally supported in Section 4. In addition, we suspect that some units have stronger relationships with one another than with the others. We further modify the chromosome by reordering the units according to their relative relationships (See Section 3.3). In summary, a chromosome is represented by a \( p \times (p+n+q) \) matrix with columns and rows reordered, where \( p, n, \) and \( q \) are the numbers of hidden units, input units, and output units, respectively.

Figure 3: A 2D encoding Matrix

3.3 Neuron Reordering (Network Restructuring)

3.3.1 Schemata

A schema is a similarity template describing a subset of strings with similarities at certain string positions inside chromosomes [13]. In a linear encoding of \( m \) genes, a schema is defined to be an \( m \)-tuple \( (s_1 s_2 \cdots s_m) \) where \( s_i \in U \cup \{\#\} \), given a set of alphabet \( U \). In a schema, the symbol ‘\#’ represents “don’t-care” locations and the other symbols represent specific symbols which specify the pattern. In the study, a chromo-
some is a two-dimensional matrix of gene values. Here, a schema can be represented by a $p \times (p + n + q)$ matrix $S$ where $s_{ij} \in U \cup \{\ast\}$, $U = [-0.5, 0.5]$. Although a GA handles the chromosomes, it also implicitly handles schemata. From one point of view, the process of a GA is a struggle among schemata. Crossover emergently creates new larger schemata from smaller schemata. To construct a larger schema, corresponding smaller schemata must be preserved through the crossover. In the case of linear chromosomes, schemata with short defining lengths\(^1\) or those with clustered specific-symbol distribution turned out to be advantageous in survival [6, 13]. It is intuitively clear that, in 2D chromosomes too, schemata with clustered specific-symbol distributions would have an advantage. Figure 4 shows two examples of 2D schemata. For convenience, we use ‘$\#$’ to represent the positions of specific symbols. In the left-hand schema, the specific symbols on the column $l$ depart from the specific symbols between columns $i$ and $j$. If the columns $l$ and $k$ are swapped, the specific symbols are clustered and the schema would be better preserved through crossover. This swap corresponds to a swap between two hidden nodes in the neural network structure. This is done in the process of reordering which is described in the next section.

3.3.2 Reordering

In the hidden layer, a unit inhibits or activates other units. We believe that edges connecting units with strong relationships would have stronger patterns than a random set of edges. If units with a high relative contribution can stay close to one another in the chromosome, schemata related to those units would highly probably survive better through crossover. The larger the weight from unit $u_i$ to $u_j$, the more strongly unit $u_i$ activates unit $u_j$. On the other hand, smaller negative weight means stronger inhibition. If the unit $u_i$ strongly activates or inhibits unit $u_j$, we consider unit $u_i$ to have a high relative contribution to unit $u_j$.

The reordering algorithm is shown in Figure 5. In the algorithm, the function $R$, $L$ computes the relative contribution of unit $u_i$ on the string $S = u_a u_{a+1} \cdots u_b$ as follows:

$$R(u_i, S) = \alpha \cdot d_{i,b} + (1 - \alpha) \cdot d_{i,b+1}$$

$$L(u_i, S) = \alpha \cdot d_{i,a} + (1 - \alpha) \cdot d_{i,a+1}$$

where

$$d_{ij} = z_{ij} + z_{ji},$$

$$z_{ij} = \left| \frac{(w_{ij} - m_i)}{\sigma_i} \right|,$$

$w_{ij}$ : the weight from hidden unit $u_j$ to $u_i$,

$$m_i = \frac{\left( \sum_{j=1}^{p} w_{ij} \right)}{p},$$

$$\sigma_i = \sqrt{\frac{\left( \sum_{j=1}^{p} (w_{ij} - m_i)^2 \right)}{p}}.$$

In the expression, $d_{ij}$ is the relative contribution between $u_i$ and $u_j$. The reordering algorithm helps units with high relative contribution stay close together in the array of neurons. This helps their relevant genes (weights) stay close together in the 2D chromosomes, too. Figure 6 shows an example of such unit reordering. By neuron reordering, schemata are transformed to different ones. The schema in Figure 6 was transformed to a seemingly better one to survive. The effectiveness of the reordering will be examined in Section 4.

\(^1\)The length between the leftmost specific symbol and the rightmost specific symbol.
Bui and Moon [3] proposed a static reordering technique where the genes are reordered just once before the GA starts. The reordering here is different from [3] in that it reorders the neurons every time an offspring is created.

3.4 Geographic 2D Crossover

Two-dimensional encoding can preserve more geographical relationships among the genes [4, 15]. However, when traditional straight-line-based cutting strategies are used, the power of new-schema creation is far below that of crossovers on linear encodings [15]. Geographic crossover was suggested to resolve this problem [15]. In the case of a 2D encoding, it chooses a number of lines, divides the chromosomal domain into two equivalence classes, and alternately copies the genes from the two parent chromosomes. Figure 7 shows two example geographic crossover operators. We used geographic crossover in this work. By combining two-dimensional representation, unit reordering, and 2D geographic crossover, we are pursuing both reduced information loss in the stage of encoding and the power of new-schema creation.

4 Experimental Results

In this section, we examine the performance of the proposed hybrid neuro-genetic algorithm. We used the MNIST database2 for input patterns of $28 \times 28$ grids. We used 800 samples for training, 200 samples for the validation set, and 2000 samples for the test set. The samples are evenly classified to ten digits. Figure 8 shows some samples. The digit images were written by 500 different writers. Simard et al. [24] experimented with the same data and used a 3-layer neural network. In their experiment, the recognition rate of the test data was 97.05%. However, they used one input unit for each pixel (i.e., $28 \times 28 = 784$ input units in total) and 630 hidden units. We wish to obtain comparable results to those of [24] using a much simpler model. We used 45 input units and 20 hidden units.3

First, we examine the recognition power of the method with HDD of the input images. The weights are tuned by backpropagation only. The initial weights of the network are initialized at random between $-0.5$ and 0.5. The learning rate is 0.8 and the momentum factor is used. All the other experiments in this paper are also based on this scenario. This method with only HDD input showed 86.00% recognition rate. This recognition rate is consistent with the HDD model of Kohara and Nakamura’s (85.3%) [16]. Also, we examine the recognition power of the method with both HDD and VDD information. The recognition power was notably better than the HDD-only model. The addition of VDD information was realized at negligible cost. We use the HDD+VDD model in the hybrid GAs.

Next, we examine the performance of the neuro-genetic hybrids. We tested four versions which are classified according to the utilization of reordering and

---

2http://www.research.att.com/yann/exdb/mnist

3Since we used a recurrent model, the number of edges is greater than the feed-forward model with the same number of units. However, the total number of edges is 1,295, which is much smaller than the 516,100 edges of Simard et al.’s study.
Table 1: Results of Neuro-Genetic Hybrid with Given Ordering

<table>
<thead>
<tr>
<th>Linear Xover (34.35%)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>192 2 0 0 0 0 0 0 0</td>
<td>0 1 94 0 0 0 0 0 0</td>
<td>0 0 0 194 0 0 0 0 0</td>
<td>0 0 2 185 0 1 0 0 0</td>
<td>0 0 0 0 4 186 1 0 1 4</td>
<td>0 3 2 0 0 0 0 4 192 0 0 0</td>
<td>0 0 0 0 0 0 0 0 0 2 189</td>
<td>0 3 1 5 1 0 0 2 0 2 187 1</td>
<td>0 4 0 0 1 3 2 0 2 4 184</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Geographic 2D Xover (95.20%)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>190 0 0 0 0 0 3 0 0 1 6</td>
<td>1 0 195 0 0 0 0 2 2 1 0 0</td>
<td>2 1 4 193 0 0 0 0 1 1 0 0</td>
<td>3 0 2 193 0 0 0 0 0 0 6 0</td>
<td>4 0 0 0 3 186 0 0 1 1 9</td>
<td>5 4 0 0 0 4 189 0 0 1 2</td>
<td>6 1 1 0 0 1 2 195 0 0 0</td>
<td>7 0 0 1 0 0 0 3 195 0 1</td>
<td>8 4 0 0 3 0 0 0 1 3 191 1</td>
</tr>
</tbody>
</table>

Table 2: Results of Neuro-Genetic Hybrid with Reordering

<table>
<thead>
<tr>
<th>Linear Xover (34.35%)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>193 0 0 0 0 0 5 1 0 0 1</td>
<td>1 0 196 0 0 0 0 4 0 0 0</td>
<td>0 0 1 193 0 0 0 0 2 2 1 0</td>
<td>0 0 2 196 1 0 0 0 0 6 0</td>
<td>1 0 0 0 196 0 0 0 0 0 3</td>
<td>4 1 0 0 0 3 189 0 0 1 2</td>
<td>6 0 0 0 0 1 1 196 0 0 1</td>
<td>7 0 0 1 1 0 0 2 196 0 0 0</td>
<td>8 0 0 1 4 0 1 0 1 0 1 193 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Geographic 2D Xover (95.40%)</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>193 0 0 0 0 0 5 1 0 0 1</td>
<td>1 0 196 0 0 0 0 4 0 0 0</td>
<td>0 0 1 193 0 0 0 0 2 2 1 0</td>
<td>0 0 2 196 1 0 0 0 0 6 0</td>
<td>1 0 0 0 196 0 0 0 0 0 3</td>
<td>4 1 0 0 0 3 189 0 0 1 2</td>
<td>6 0 0 0 0 1 1 196 0 0 1</td>
<td>7 0 0 1 1 0 0 2 196 0 0 0</td>
<td>8 0 0 1 4 0 1 0 1 0 1 193 0</td>
</tr>
</tbody>
</table>

Table 3: Summarization of the Result over 500 Trials

<table>
<thead>
<tr>
<th>Xover</th>
<th>Reordering</th>
<th>Mean (%)</th>
<th>Best (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BP1</td>
<td>—</td>
<td>85.35</td>
<td>86.00</td>
</tr>
<tr>
<td>BP2</td>
<td>—</td>
<td>90.28</td>
<td>93.45</td>
</tr>
<tr>
<td>GA1</td>
<td>1D</td>
<td>93.38</td>
<td>94.55</td>
</tr>
<tr>
<td>GA2</td>
<td>2D</td>
<td>94.08</td>
<td>95.20</td>
</tr>
<tr>
<td>GA3</td>
<td>1D</td>
<td>93.49</td>
<td>93.85</td>
</tr>
<tr>
<td>GA4</td>
<td>2D</td>
<td>96.52</td>
<td>97.10</td>
</tr>
</tbody>
</table>

2D geographic crossover. The framework of the neuro-genetic hybrids was described in Figure 2. In this framework, the backpropagation adopted the stopped learning method [11, 12].

Table 1 represents the results without reordering. The first group represents the recognition results with the traditional multi-point crossover under the linear encoding. The second group represents the results with the geographic crossover under the 2D encoding. They were both superior to the neural network with only backpropagation. The 2D encoding showed slight improvement over the linear encoding. Table 2 represents the results with reordering. The effectiveness of the 2D encoding and the 2D geographic crossover was notable.

Table 3 shows a summary of the experimental results. The mean and best results are derived from 500 trials for each version. BP1 represents the experimental results with HDD (Kohara - Nakamura version). BP2 indicates the version with HDD + VDD. BP1 and BP2 used only backpropagation. The versions GA1 through GA4 are hybrid GAs with backpropagation and correspond to Table 1 and Table 2. The effectiveness of the geographic 2D crossover was consistent in both non-reordered and reordered cases. The reordering significantly improved the results with the 2D encoding. However, it was not helpful with the linear encoding. This phenomenon appears to occur because the reordering is performed not with the edges but with the neurons (hidden nodes): the order of columns and rows in the 2D encoding are determined by the reordering of neurons. The combination of the 2D crossover and reordering showed strong synergy. Note that the recognition rate 97.10% of GA4 (with 75 units and 1,295 edges in total) is comparable to the value of 97.05% of Simard et al.’s study [24] which used a far more complex structure (with 1,444 units and 516,100 edges in total).

5 Concluding Remarks

We proposed a neuro-genetic hybrid approach for handwritten character recognition. To reduce the size of ANNs, we used two vectors representing horizontal density distributions and vertical density distributions for input. This model provides a dimensional reduction of the problem and its actual performance was comparable to the one-unit-per-pixel model.

We devised a reordering algorithm of neurons to effectively reflect the neurons’ geographic relationship in the genetic search. We also used a 2D encoding and 2D geographic crossover. The 2D encoding/crossover and reordering showed strong synergy. It is notable that we used an ANN model with 1,295 edges and obtained results that are comparable to those achieved with a huge model with 516,100 edges.
The ideas we have presented here are applicable not just to handwritten character recognition. Future studies will include extending the experiments to other problems.
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