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ABSTRACT
This paper looks in detail at how an evolutionary algorithm
attempts to solve instances from the multimodal problem
generator. The paper shows that in order to consistently
reach the global optimum, an evolutionary algorithm re-
quires a population size that should grow at least linearly
with the number of peaks. A close relationship is also shown
between the supply and decision making issues that have
been identified previously in the context of population siz-
ing models for additively decomposable problems.

The most important result of the paper, however, is that
solving an instance of the multimodal problem generator is
like solving a peak-in-a-haystack, and it is argued that evo-
lutionary algorithms are not the best algorithms for such a
task. Finally, and as opposed to what several researchers
have been doing, it is our strong belief that the multimodal
problem generator is not adequate for assessing the perfor-
mance of evolutionary algorithms.

Categories and Subject Descriptors: I.2.8 [Artifi-
cial Intelligence]: Problem Solving, Control Methods, and
Search; I.2.6 [Artificial Intelligence]: Learning.

General Terms: Algorithms, Performance.

Keywords: Test problems, Experimental research.

1. INTRODUCTION
The multimodal problem generator has first been intro-

duced by De Jong, Potter, and Spears [2]. The genera-
tor creates problem instances with a controllable number
of peaks. The major motivation for developing that (and
other) test problem generators is primarily connected to a
lack of a sound methodology for conducting experimental
research. For many years, researchers have been proposing
new algorithms, or variations on existing algorithms, and of-
ten assess their performance on a limited number of ad-hoc
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test functions hoping that the results can be generalized be-
yond that. Oftentimes, the results do not generalize beyond
those functions, and so, there is a large number of research
papers with unfair comparisons and claims that lack sub-
stantial support.

In addition to that, it is well known that it is not possi-
ble to have a search algorithm that is better than another
search algorithm for all possible problems [13]. The no-free-
lunch argument, however, is usually not a big concern for
researchers in the field because it is widely accepted that
evolutionary algorithms (EAs) do not attempt to solve all
(random) problems, but rather attempt to solve problems
that have some sort of structure that can be exploited by
the EA’s internal mechanisms.

Because of the above reasons, EA researchers have been
trying to identify classes of problems in order to find ap-
propriate algorithms for solving instances of those classes.
The idea of using a test problem generator becomes then
interesting as it removes to a large degree the possibility of
tweaking a particular algorithm to a particular test function.

In this paper we analyze in detail the multimodal prob-
lem generator. After its introduction in 1997, Spears used
the generator in the context of assessing the usefulness of
crossover versus mutation on that particular class of prob-
lems [12]. Since then, this problem generator has been used
by many researchers to assess the performance of evolution-
ary algorithms [7, 11, 1, 6, 3].

The rest of this text is organized as follows. We start by
describing the multimodal problem generator. Then, in sec-
tion 3 we set forth an hypothesis of how an EA attempts to
solve any given instance of the problem generator. Section 4
is an experimental section that confirms our hypothesis. Fi-
nally, section 5 shows that EAs are not the most adequate
algorithms for solving instances of the multimodal problem
generator. The paper is summarized in section 6, and the
major conclusions are highlighted in section 7.

2. THE MULTIMODAL PROBLEM
GENERATOR

The generator creates problem instances with a certain
number of peaks (the degree of multi-modality). For a prob-
lem with P peaks, P bit strings of length L are randomly
generated. Each of these strings is a peak (a local optimum)
in the landscape. Different heights can be assigned to dif-
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ferent peaks based on various schemes (equal height, linear,
logarithm-based, and so on). To evaluate an arbitrary in-
dividual x̄, first locate the nearest peak in Hamming space,
call it Peakn(x̄).

Hamming(x̄, P eakn(x̄)) =
P

min
i=1

(Hamming(x̄, P eaki))

Then the fitness of x̄ is the number of bits the string has in
common with that nearest peak, divided by L, and scaled by
the height of the nearest peak. In case there is a tie when
finding the nearest peak, the highest neighboring peak is
chosen.

f(x̄) =
L − Hamming(x̄, P eakn(x̄))

L
· Height(Peakn(x̄))

In this paper, and without loss of generality, we are going
to assume a linear scheme for assigning heights to peaks.
Under this scheme, the peak heights are linearly interpolated
between a maximum value of 1.0 and a minimum value of
h < 1.0. For instance, on a 6-peak problem with h = 0.5,
the heights of the peaks would be 0.5, 0.6, 0.7, 0.8, 0.9, and
1.0.

On this class of problems, any string has a fitness value
that ranges from 0.0 to 1.0. The goal of a search algorithm
when optimizing an instance of this class of problems is to
find the highest peak, a string with fitness 1.0. The difficulty
of the problem depends on the following aspects:

• Number of peaks.

• Distribution of peak heights.

• Distribution of peaks.

The higher the number of peaks, the more difficult the
problem. Likewise, the more peaks have heights close to the
global optimum, the more difficult the problem. Finally, the
location of the peaks in the search space can also make some
problem instances more difficult than others. To see why
this is so, consider a two-peak problem where the location
of peaks are the strings 111. . .111 and 000. . .000. Without
loss of generality, let us assume that the 000. . .000 string is
the global optimum. The peaks are maximally away from
each other in Hamming space, and therefore, it will be very
difficult for a solution that is very close to one of the peaks to
move to a solution that is close to the other peak. The case
when the optima are maximally away is of course an extreme
situation. Another extreme situation is the case where the
location of peaks are very close in Hamming distance. For
example, a string with all 0s, and a string with just one 1
and the rest all 0s. Under such a layout, the problem is
much easier to solve because solutions can easily jump from
peak to peak.

In order to wash away the effects of the layout of peaks, re-
searchers often conduct experiments by repeating their sim-
ulations for a number of different random layout of peaks
and then average the results. By doing so, the possibility
that a particular layout favors or not the EA diminishes.
In any case, even for a single random layout of peaks, the
extreme (and close to extreme) situations are very unlikely
to occur because the Hamming distance between any two
peaks follows a binomial distribution with L Bernoulli inde-
pendent trials, each with success probability 1/2. Thus, the

average distance between peaks is L/2, and the standard

deviation is
p

L/4.

3. HOW AN EVOLUTIONARY
ALGORITHM SOLVES THESE
PROBLEMS?

Spears [12] has made several controlled experiments with
the multimodal problem generator. The experiments in-
cluded problems with peaks with equal heights as well as
peaks with unequal heights using a linear interpolation as
described in our previous section. The major conclusions
from his experimental study was that an EA with recombi-
nation alone outperformed an EA with mutation alone on
a one-peak problem, but as the number of peaks increase,
recombination ends up having a deleterious effect. As op-
posed to that, the performance of mutation does not seem
to be much affected by the number of peaks. Spears also
observed that crossover benefits when the peaks have un-
equal heights, especially as the height h of the lowest peak
is reduced. In his experiments, Spears used a standard gen-
erational genetic algorithm (GA) with population size of 100
individuals, fitness-proportional selection with scaling, one-
point crossover with probability Pc = 0.6, and a bit-flip
mutation rate Pm = 0.001. The runs were stopped after
the completion of 30 thousand fitness function evaluations.
Spears also observed that using other crossover operators
(two-point or uniform) yielded similar results.

In the rest of this paper we are going to argue that the
fundamental issue here is not between the usefulness of
crossover versus mutation and vice-versa. Herein, we ar-
gue that both operators are qualitatively equally good (or
equally bad) for reliably solving this class of problems. Re-
liability should be emphasized, as we are particularly inter-
ested in the ability of an EA to consistently find the best
peak. In order to so, it doesn’t really matter if recombina-
tion is better than mutation or vice-versa. As we are about
to see, the critical issue is the population size. If the pop-
ulation size is not large enough, an EA will only be able to
find the best peak occasionally. On the contrary, if the pop-
ulation is sized properly, an EA can reliably find the best
peak.

Before getting deeper into this issue, let us think about
how an EA tries to solve a problem with multiple peaks. No-
tice that a single-peak problem is precisely the exact same
problem as the counting ones problem (often referred to as
onemax). In the onemax problem, the fitness of a bit-string
is the number of bits with value 1. Normalizing the fitness
value (dividing by L) in onemax corresponds to a single-
peak problem where the location of the peak is the string
111. . .111. The onemax problem has been studied exten-
sively both in theoretical and empirical terms in the evo-
lutionary computation literature. It is a problem that is
considered easy for EAs, and that can be solved to optimal-
ity in O(L log L) fitness function evaluations, either with a
crossover-based EA [5, 10] or with a mutation-based EA [9].

Before analyzing how an EA solves a general P-peak prob-
lem, let us first consider the 2-peak problem described pre-
viously, where the location of the two peaks are 111. . .111
and 000. . .000. In this problem, the best solutions are strings
with a lot of 1s and strings with a lot of 0s. Strings that have
roughly half 0s and half 1s have low fitness values. As Spears
has pointed out, crossover performs poorly when combining
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two solutions that are close to the top of two distinct peaks.
Crossing a string with a lot of 1s with a string with a lot
of 0s, is likely to yield strings in the valley between the two
peaks. Notice however, that if we cross two strings near the
same peak, the resulting offspring are likely to be near that
same peak also. Mutation on the other hand, does a small
perturbation on a solution. If we mutate a solution that is
close to the top of some peak, the resulting solution will also
be close to the top of that same peak, perhaps a little bit
closer or a little bit further away.

In a population-based EA, the selection operator favors
fitter solutions. When having multiple peaks, what is likely
to occur in a regular EA (an EA without diversity preser-
vation techniques such as niching) is that fairly quickly, the
population will be concentrated in the basin of attraction
of a single peak. Once that happens it really does not
make much difference whether crossover or mutation is bet-
ter. Once the population is focused around a single peak,
the problem becomes akin to onemax and any operator (to-
gether with selection) will be able to climb up the peak.

Notice also that once the population is focused around
a peak, there is no information about the search space to
help to guide the algorithm to reach another peak. In other
words, there is no structure to exploit. Crossover is only
effective in these problems when it combines two solutions
near the same peak. Otherwise it cannot do much because
there is no sub-solutions to combine. The reason why there
is no structure to exploit is due to the random location of
peaks. Being near one peak, tell us nothing regarding where
other peaks might be.

For an EA to reach the top of the highest peak it has to fo-
cus its attention on that very best peak right from the early
stages of the search. Herein, we argue that an EA with a
small population size can only do so due to luck (for a large
number of peaks, of course). To reliably solve the problem,
the population sizing requirements are quite large as the GA
needs to have in the initial population enough samples of so-
lutions at the basin of attraction of the best peak, and then
hope that the selection operator is able to focus the popu-
lation on that region. Notice that it is not enough to have a
single instance of a solution near the best peak, because in a
single competition, that solution might lose with a solution
near another peak. The selection operator has to reliably
distinguish between solutions at the basin of attraction of
the best peak, and solutions at the basin of attraction of the
other peaks. These issues are analogous to the ones identi-
fied in previous population sizing models regarding building
block supply and decision making [5, 4]. The difference is
that in those studies, the models are centered around the
notion of a building block. In this case, however, there are
no building blocks. The competition is taking place at the
level of complete strings, with the different peaks competing
with each other to absorb the population.

4. EXPERIMENTAL VERIFICATION
To confirm our hypothesis, we run a standard GA on

a problem instance with multiple peaks, and monitor the
distribution of the population members among the various
peaks during the course of the run. Recall that in order
to compute the fitness of a solution, we have to locate the
nearest peak to that solution. In addition to computing the
fitness value for the solution, we keep track of the nearest
peak to that solution, and we do so for all the population

members. By doing that, we can have an idea of how many
solutions are at the basin of attraction of a particular peak
at any given point in time.

For a problem with P peaks, and assuming that the ran-
dom layout of peaks does not particularly favor one peak
over the other, we should expect that in a randomly initial-
ized population of size N , the number of solutions at the
basin of attraction of a given peak is on average N/P . In
practice we might observe that the distribution is not com-
pletely uniform, but has a slight preference for better peaks.
The reason for that lies in the fact that when 2 solutions are
equally distant to a peak, the highest peak is considered to
be the closest one.

We now show the results of running a standard GA on
a 100-bit problem instance with 2, 10, and 100 peaks. The
GA is generational, using two-point crossover with probabil-
ity Pc = 0.7, binary tournament selection without replace-
ment, bit-flip mutation with probability Pm = 1/L = 0.01,
and population size 100. We let the GA run until it either
reaches the global optimum or if a maximum of 30 thousand
function evaluations have elapsed. For all problems, peak 0
is the highest peak, peak 1 is the second highest peak, peak
2 is the third highest peak, and so on. It should be stressed
at this point that we are not trying to tweak the GA by any
means, or that these parameters and operators are the best
for these problems. What we are particularly interested in
showing with the experiments is the evolution of the distri-
bution of solutions around the peaks, and that turns out to
exhibit a similar behavior for a large combination of param-
eter settings and operators.

Figure 1-a shows the distribution of solutions around the
peaks for the first 70 generations of a two-peak problem. The
results were obtained from a single run on a single problem
instance. Although it is usually important to do a number
of independent simulations when testing EAs, we believe
that the presentation is easier by looking in detail at what
happens in a single run (we did perform more independent
runs and obtained similar results). Out of a total of 100
individuals, 58 were near peak 0 and 42 were near peak 1 at
generation 0. The slight preference towards peak 0 can be
explained in part due to chance variation alone (recall that
this is a single run), and in part due to the fact that ties are
resolved by assigning the nearest peak to be the highest one.
Notice that fairly quickly the whole population is focused
around a single peak, which happens to be the best one in
this case. By generation 6, the whole population is at the
basin of attraction of the best peak, and from that point
on until the end of the search, the distribution of solutions
around the peaks remain like that.

Figure 1-b shows the fitness of the best solution in the
population at any given point in time for the exact same
run on the 2-peak problem. The interesting part to notice
from both plots is that around generation 6, the popula-
tion only contains solutions near peak 0, and by that time
the best solution of the population is only worth 0.73 (it is
at a Hamming distance of 27 bits to the global optimum).
But from that point on, the problem becomes as easy as the
onemax problem, and any operator (with more or less effort)
together with selection is able to climb up the peak. Notice
that for these problems, the GA would be able to climb
the peak faster had it used uniform crossover rather than
two-point crossover, for the exact same reason why uniform
crossover is also faster when solving the onemax problem.
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Figure 1: Distribution of solutions around the peaks and the fitness of the best solution in the population
for a 2-peak problem using a population size of 100.
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Figure 2: Distribution of solutions around the peaks and the fitness of the best solution in the population
for a 10-peak problem using a population size of 100.

Nevertheless, that’s not the point that we want to make.
We are not advocating that one particular crossover opera-
tor is better than another crossover operator, nor that it is
better than mutation. What we want to emphasize here is
that when a GA solves the 2-peak problem, it fairly quickly
focuses the population on a single peak, and from that point
on the problem is akin to the trivial onemax problem.

In this particular run, the population did focus its atten-
tion to the very best peak. The reason why that happened
was because the population was sufficiently large in order to
decide, in a statistical sense, in favor of the best peak.

Now let us do the same experiments for a 10-peak prob-
lem. Using the same parameter settings as before, we did a
single run on a single instance of a 10-peak problem. The
results are depicted in figure 2. The behavior of the GA on
this instance is identical to the one obtained with the 2-peak
problem. Again, around generation 10, the whole popula-

tion is focused around a single peak, which happens to be
again the best peak. Once the population is focused around
that peak, the GA proceeded to solve it very easily, again
just like onemax.

We can now go further and test the GA with the exact
same settings on an instance of a 100-peak problem. In this
case it would be hard to read a plot with 100 lines show-
ing the distribution of solutions around peaks through time.
Rather than doing that, we use a bar plot for showing the
distribution of solutions at particular points in time. Specif-
ically, parts a), b), and c) of Figure 3, show the distribution
of solutions at generation 0, 5, and 10, respectively. By gen-
eration 16, the whole population is at the basin of attraction
of a single peak. This time however, it was not the best peak
(no need for figure at generation 16—it is a single bar for
peak 7). Figure 3-d shows the fitness of the best population
member through time. The algorithm reaches a maximum
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(a) Distribution of solutions at generation 0
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(b) Distribution of solutions at generation 5
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(c) Distribution of solutions at generation 10
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Figure 3: Distribution of solutions around the peaks at generation (a) zero, (b) five, (c) ten, and the (d)
fitness of the best solution in the population for a 100-peak problem using a population size of 100.

fitness value of 0.965 by generation 70 (which correspond to
the height of peak 7), and then fluctuates around that value
until the end of the run.

This time, it took slightly longer for the GA to settle
around a single peak. But by generation 16, all the popula-
tion members were near peak 7. Again, once that happened
the GA proceeded to solve the problem, climbing that peak
just like it does on onemax. This time, however, it didn’t
reach the very best peak, and because of that, the GA con-
tinued to run until the 30 thousand function evaluations
elapsed (300 generations).1 But it should be obvious to the
reader that even if we let the GA run much longer, it would
be nearly impossible for the algorithm to reach the very best
peak. We say nearly impossible because when mutation is
turned on, it is always possible to reach any other solution in
the search space. But it is easy to recognize that in this case
it would take an exponential time to do so. The reason is

1For the sake of simplicity, we evaluate the whole population
in each generation, but we are aware that in a careful imple-
mentation we could evaluate only those individuals which
have been affected by crossover or mutation

simple. Once the population members are all concentrated
at the basin of attraction of the same peak, it is just a matter
of a few generations until all population members become
very close to the top of that peak. At that point, recom-
bination will not be able to do much other than generating
two solutions near that same peak, and mutation will only
be able to move a solution to the basin of attraction of an-
other peak if something like O(L) bits are mutated at once.
Notice also that having a single solution at the basin of at-
traction of the best peak would not be sufficient. It would
have to be a solution very close to the top of the best peak,
or otherwise it would not be propagated by selection. Given
a random layout of peaks, the expected Hamming distance
between any two peaks is L/2 bits. In order for mutation
to move a solution from the top of some peak to the top of
the best peak, it would have to mutate on average L/2 bits
and not mutate the remaining L/2 bits. With a mutation
rate of 1/L (or with any other mutation rate) it would take
an exponential time to do such a jump!

We now set forth an hypothesis that if we increase the
population size, the GA will have a better chance at fo-
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(a) Success rate: Percentage of runs able to reach
the best peak for the various population sizes.
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Figure 4: Success rate and average number of evaluations to find the highest peak when solving an instance
of a 100-peak problem.

cusing on the best peak, and therefore reliably solve the
problem to optimality. To test our hypothesis we run the
GA with the exact same settings but varying the popula-
tion size with exponentially increasing sizes: 100, 200, 400,
800, 1600, 3200, 6400, 12800, 25600, and 51200. For each
population size we conduct 100 independent runs. We let
the algorithm run until it either finds the best solution, or
the distribution of the population members is concentrated
around a peak other than the best one (once that happens
it takes exponential time to solve the problem to optimality
and we do not have time to wait for that). Figure 4 shows
the success rate (SR), the number of runs that were able to
reach the best peak for the different population sizes, as well
as the average number of function evaluations (AES) needed
by the algorithm to reach the best peak. This measure is an
average of only those runs which were successful in finding
the best peak.

Notice that increasing the population size does help the
GA to obtain higher success rates, but the population sizing
requirements are large. Even a population size of 51200 was
only sufficient to reach a 65% success rate, and we did not
do further experiments with larger sizes. Nonetheless, it can
be expected that by raising the population size even further
we can get closer and closer to a 100% success rate. The
AES measure grows linearly with the population size. That
makes sense because the number of generations needed to
climb a peak is more or less independent of the population
size [10]. Thus, doubling the population size makes the GA
take twice as much function evaluations to reach the highest
peak.

5. ARE EVOLUTIONARY ALGORITHMS
ADEQUATE FOR THESE PROBLEMS?

The results so far suggest that on this class of problems
the relative merits of crossover over mutation and vice-versa
are a secondary issue. We have shown that an EA rapidly
concentrates its population members around a single peak,

and from that point on, the problem becomes equivalent
to the onemax problem, for which the debate of crossover
versus mutation is rather pointless since both can solve the
problem in O(L log L) function evaluations. What our re-
sults suggest is that the population size plays a crucial role
in the ability of an EA to reliably reach the highest peak.
The population sizing requirements are large, and clearly
depend on 2 issues: (1) we need to have enough samples of
solutions at the basin of attraction of the best peak right
from the beginning of the search, and (2) the EA has to
be able to propagate those solutions rather than propagat-
ing solutions at the basin of attraction of other peaks. Al-
though we did not derive a population sizing model for this
class of problems, it is clear that such a model would have
to take into account the number of peaks, and the ability of
the selection operator to distinguish between solutions near
the best peak, and solutions that are near the second best
peak (the toughest competitors). As pointed out before,
there is a strong connection between these issues and the
building block supply and decision making issues from ex-
isting population sizing models for additively decomposable
problems [5, 4].

We now stop for a moment to reflect whether an EA is
an appropriate algorithm to solve instances from this class
of problems. The answer is no and there is a simple reason
to it. EAs are good when there is some structure to be ex-
ploited. Instances from the multimodal problem generator
have their structure confined to the neighborhood of a peak,
but peaks are random and have nothing to do with one an-
other. Thus, in order to solve the problem the EA has to
either get lucky and concentrate on the best peak, or use a
population size that should be at least O(P). But if those
are the requirements for reliably solving the problem, then
a multi-restart hillclimbing algorithm should be able to do
the job much faster. Such an algorithm has no population at
all. Starting from a random solution, it climbs up the peak.
Once there, it restarts from another random solution and
climbs the peak again, and so on until a specified maximum
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Table 1: Multi-restart nest ascent hillclimbing on a
100-peak problem.

Success Rate 100
Avg. Evaluations to Solution 22779
Std. Deviation of Evals. to Solution 21369
Avg. number of Restarts 52.9
Std. Deviation of number of Restarts 49.7

number of function evaluations has elapsed or some other
stopping criterion is reached. On a problem with P peaks,
we should expect an average of P/2 restarts.

We have conducted such experiments using a multi-restart
next-ascent hillclimbing algorithm. In next-ascent hillclimb-
ing, the bits are flipped in a predefined (randomly generated)
sequence. A flip is accepted if the new solution has a higher
fitness than the current solution. In that case, the new solu-
tion becomes the current solution, and the process continues
until no further improvement is possible by flipping a single
bit.

We performed 100 independent runs of a multi-restart
next-ascent algorithm, and for each one we let the algo-
rithm run until either it found the best peak, or a maximum
of 1 million function evaluations was reached. The results
are summarized in table 5. As expected, the multi-restart
next ascent algorithm consistently reaches the highest peak
in all runs, taking on average close to 23 thousand eval-
uation, and needing on average 53 restarts to do so. We
are tempted do say that solving a problem instance from
the multimodal generator is not as difficult as finding a
needle-in-a-haystack but it is really like finding a peak-in-
a-haystack. The structure in a peak-in-a-haystack problem
is confined to the neighborhood of peaks, but peaks are com-
pletely unrelated to each other. In order to solve such prob-
lems, it is unlikely that any EA is capable of doing any better
than a multi-restart hillclimbing algorithm.

It should be pointed out that even iterated local search
algorithms [8] would have difficulties in solving these prob-
lems unless they are capable of adjusting their perturbation
strength to move very far away from an optimum. In other
words, to do a complete restart. The reason for this has
been mentioned before. Peaks have nothing to do with one
another, and that goes against the basic principles of op-
eration of iterated local search methods. These methods
search the space of local optima. The problem is that in
this case, a local optimum gives no information whatsoever
as to whether other local optima might be.

6. SUMMARY
This paper looked in detail at the multimodal problem

generator, a test problem generator that has been used by
many researchers to assess the performance of evolutionary
algorithms.

After setting an hypothesis of how an EA attempts to
solve problems from this class, we conducted computer sim-
ulations that confirmed our suspicion. It was shown that
the EA rapidly concentrates its population around a sin-
gle peak, and after that, the algorithm simply climbs that
peak, having virtually no chance from that point on to reach
another peak.

The paper then showed that the only way to reliably solve
these problems with an EA is by raising the population size

so that supply and decision making issues are taken into
consideration. Finally, the paper argued that the multi-
modal problem generator produces instances that are like a
peak-in-a-haystack, and that EAs are not the most adequate
algorithms for solving such problems.

7. CONCLUSIONS
Several researchers have been using the multimodal prob-

lem generator for assessing and comparing the performance
of various evolutionary algorithms. Based on those ex-
perimental studies, researchers have been making different
claims as to the adequacy of an operator over another, or the
relative merits of a particular EA with respect to another.
The results presented in this paper suggest that such argu-
ments are not important and that it really doesn’t matter
which operator is used (for this class of problems) as long
as the population size is large enough so that the EA is able
to discriminate between solutions at the basin of attraction
of the best peak and solutions at the basin of attraction of
other peaks. The paper shows that on this class of prob-
lems, the EA very quickly concentrates the population at
the basin of attraction of a single peak, and once that hap-
pens, the problem becomes equivalent to the the onemax
problem, which has been widely studied by the evolutionary
computation community.

Finally, the paper argues that the multimodal problem
generator should not be used for assessing the performance
of EAs. Due to the characteristics of the problem generator,
it is very unlikely that any EA is capable of beating (both
in speed and reliability) the performance of a multi-restart
hillclimbing algorithm. Thus, when using this problem gen-
erator to assess the relative merits of different EAs, the best
performing ones are likely to be those that better mimic the
behavior of a multi-restart hillclimbing algorithm — EAs
using elitism with very small populations and subject to
restarts when there is no improvement after some number
of generations. Without restarts, an EA can only reliably
solve instances from the multimodal problem generator if
the population is sized properly to take into account the is-
sues of supply and decision-making, but that turns out to be
much more expensive than using a multi-restart hillclimbing
algorithm in the first place.

The class of problems that can be solved efficiently by a
multi-restart hillclimbing algorithm is limited and does not
allow EAs to exhibit their full potential. Population-based
search algorithms such as EAs should in principle be able to
efficiently solve problems that are not easily solvable by a
multi-restart hillclimber. If that was not the case, then one
could question the utility of having EAs themselves as func-
tion optimizers — hillclimbers would be sufficient. These
arguments gives us enough support to claim that the mul-
timodal problem generator should not be used to assess the
performance of EAs.

Notice that we are not saying that the multimodal prob-
lem generator is uninteresting. It is in fact quite instructive
because it reveals interesting algorithm dynamics. We also
do not make any claims regarding the existence or not of
real world problems with characteristics similar to those of
instances obtained from the multimodal generator. But one
thing is sure. If there are real world problems with such
characteristics, then an evolutionary algorithm (no matter
if it has this or that operator) is certainly not the algorithm
of choice for those problems.
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As a final remark, we would like to say that the idea of
having problem generators is, in our opinion, a nice idea and
an interesting research topic to pursue as far as experimental
research is concerned. But in order to be useful for assessing
the performance of EAs, it is important that the generators
are capable of generating problem instances that have some
sort of structure that can be exploited by EAs, as opposed
to problem instances that are relatively easily solvable by
hillclimbing alike algorithms.
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