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ABSTRACT

Heuristic Algorithms (HA) are very widely used to tackle
practical problems in operations research. They are simple,
easy to understand and inspire confidence. Many of these
HAs are good for some problem instances while very poor for
other cases. While Meta-Heuristics try to find which is the
best heuristic and/or parameters to apply for a given prob-
lem instance Hyper-Heuristics (HH) try to combine several
heuristics in the same solution searching process, switching
among them whenever the circumstances vary. Besides, in-
stead to solve a single problem instance it tries to find a
general algorithm to apply to whole families of problems.
HH use evolutionary methods to search for such a problem-
solving algorithm and, once produced, to apply it to any
new problem instance desired. Learning Classifier Systems
(LCS), and in particular XCS, represents an elegant and
simple way to try to fabricate such a composite algorithm.
This represents a different kind of problem to those already
studied by the LCS community. Previous work, using sin-
gle step environments, already showed the usefulness of the
approach. This paper goes further and studies the novel
use of multi-step environments for HH and an alternate way
to consider states to see if chains of actions can be learnt.
A non-trivial, NP-hard family of problems, the Bin Pack-
ing one, is used as benchmark for the procedure. Results
of the approach are very encouraging, showing outperfor-
mance over all HAs used individually and over previously
reported work by the authors, including non-LCS (a GA
based approach used for the same BP set of problems) and
LCS (using single step environments).

Categories and subject descriptors: 1.2.8 [Artificial Intel-
ligence]: Problem Solving, Control Methods, and Search—
Soft Computing

General Terms: Algorithms

Keywords: Soft Computing, Learning Classifier Systems,
Hyper-Heuristics, Heuristics, Evolutionary Computation.
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1. INTRODUCTION

Despite the supposed familiarity with the concept of Dar-
wininan evolution and the success it shows in nature, bio-
inspired algorithms and, in general, stochastic algorithms,
are seen with suspicion by the common user. The facts that
randomness is involved in the process, that it is difficult
to provide guarantees of the quality of the solution, that
many algorithms also have a sizeable set of parameters that
need to be set (a process that can require considerable skill
and experience), etc. produce a deep mistrust outside re-
searchers in the field. Even renowned academical texts [14]
can be very cautious about them, and users may justifiably
prefer to use simpler deterministic approaches even if those
approaches generally produce poorer results.

Besides, from the commercial viewpoint, there is not enough
interest in solving optimisation problems to optimality, or
even close to optimality. Instead the interest seems to be in
obtaining ”good enough - soon enough - cheap enough” kind
of solutions. It is for these reasons that Heuristic Algorithms
(HA) are very widely used to tackle practical problems in
operations research. They are also simple, easy to under-
stand and inspire confidence. Besides, many optimisation
problems have simple heuristic methods to solve them, with
the additional benefit that these heuristics may have asso-
ciated theoretical best and worst performance limits.

Of course, many of these HAs are good for some problem
instances while very poor for other cases. Lately there has
been a lot of research in Meta-Heuristics, that usually tries
to automatically find the best heuristic algorithm, and its
most appropriate parameters, to be applied for a particular
case.

A slightly different approach is taken by Hyper-Heuristics.
On one side it will apply several heuristics at different stages
of the process, whenever the circumstances suggest a more
appropriate method than the currently used. On the other
side it aims to produce a novel problem-solving algorithm
rather than to solve individual problems. The idea is to
use the evolutionary methods to search for such a problem-
solving algorithm and, once produced, to apply it to any
new problem instance desired. The novel algorithm is to be
constructed from simple heuristic ingredients and should,
ideally, be fast and deterministic and with good worst-case
performance across a range of problems.

XCS represents an elegant and simple way to try to fab-
ricate such a composite algorithm, and the interest in this
work lies in assessing competitiveness of its performance.



It has already been presented in [13, 16], that even when
the model was trained using only a few problems, it gener-
alised and also performed well on a large number of unseen
problems. That was a useful step towards the concept of us-
ing EAs to generate strong solution processes, rather than
merely using them to find good individual solutions. Later
work [10, 12, 11], using alternate EAs (a genetic algorithm)
and applied to a different kind of problem (timetabling) pro-
vided further evidence of the benefits of the hyper-heuristics
approach.

In [13] an XCS was applied using exclusively single step
environments, meaning that rewards were available only af-
ter each action had taken place. Here the approach is ex-
tended to multi-step environments. Besides, there are two
ways to define a step. One is to consider a step as perform-
ing a single action (in this work an action will be the filling
of a single bin). Another approach is to consider a step as a
sequence of actions (usually the same) until a change in the
state of the environment is produced. Note that a state can
have a large number of actions, and chains of various lengths
can be selected for multi-step problems. This affects how
and when rewards are applied. These approaches are tested
using a large set of benchmark BP problems and a small set
of eight heuristics, consisting of widely used algorithms, and
combinations of these devised by the authors.

The work reported here attempts to find an algorithm that
iteratively builds a solution, however it is important to note
that this is atypical in the field. It is more common for an
algorithm to start with a complete candidate solution and
then search for improvements by making modifications, e.g.
by some kind of controlled neighbourhood search. Hyper-
heuristics could also be applied to try to discover a good, fast
algorithm of that type, with tightly-bounded performance
costs; this might be a topic for further research but outside
the scope of the present work.

The rest of this paper is organised as follows: in section 2
the idea of hyper-heuristic is further developed and justified.
Section 3 introduces one-dimensional bin-packing problems
and some of their features. In section 4 the different heuris-
tics used to solve the bin-packing problem are presented,
followed by descriptions of how the state of the problem
solving procedure is represented. Both, heuristics and state
correspond, respectively, to the actions and the messages
(context) for the XCS. Section 5 reports the experiments
performed, including set-up and results obtained. The pa-
per ends in section 6 were final conclusions are drawn.

2. THEIDEA OF HYPER-HEURISTICS

Despite the aforementioned mistrust from general practi-
tioners with regards to evolutionary techniques, their use is
often justified simply by results. Evolutionary algorithms
can be excellent for searching very large spaces, at least
when there is some reason to believe that there are ’build-
ing blocks’ to be found. A ’building block’ is a fragment,
in the chosen representation, such that chromosomes which
contain it tend to have higher fitness than those which do
not. EAs bring building blocks together by chance recom-
bination, and building blocks which are not present in the
population at all may still be generated by mutation. Some
EAs allow, as well, reinforcement learning, to be applied
when some measure of reward can be granted to actions that
produced good results. This type of learning procedure is
specially useful in tasks where the solution to be found is a
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sequence of actions. In particular, learning classifier systems
have repeatedly shown capabilities to deal with this kind of
problems.

Hyper-Heuristics represents a step towards using EAs in
a way that may solve some problems of acceptability for
potential real-world use. The basic idea of HH is as fol-
lows: instead of using an EA to discover a solution to a
specific problem, the EA is used to try to fabricate a solu-
tion process applicable to many problem instances built from
simple, well-understood heuristics. Such a solution process
might consist of using a certain heuristic initially, but after
a while the nature of the remainder of the task may be such
that a different heuristic becomes more appropriate to use.
Once such solution process is discovered, it can be provided
to users that can apply it as many times, and to as many
different problems, as desired. The problems will be solved
using the reassuring and simple heuristics that users are fa-
miliar with. A good general overview of hyper-heuristics
and their applications can be found in [3].

The key idea in hyper-heuristics is to use members of a set
of known and reasonably understood heuristics to transform
the state of a problem. The key observation is a simple one:
the strength of a heuristic often lies in its ability to make
some good decisions on the route to fabricating an excellent
solution. Why not, therefore, try to associate each heuristic
with the problem conditions under which it flourishes and
hence apply different heuristics to different parts or phases
of the solution process?

The alert reader will immediately notice an objection to
this whole idea. Good decisions are not necessarily easily
recognisable in isolation. It is a sequence of decisions that
builds a solution, and so there can be considerable epista-
sis involved - that is, a non-linear interdependence between
the parts. However, many general search procedures such
as evolutionary algorithms and, in particular, classifier sys-
tems, can cope with a considerable degree of epistasis, so
the objection is not necessarily fatal.

Therefore, a possible framework for a hyper-heuristic al-
gorithm:

1. Start with a set H of heuristic ingredients, each of

which is applicable to a problem state and transform
it to a new problem state.

. Let the initial problem state be Sp

. If the problem state is S; then find the ingredient that
is in some sense most suitable for transforming that
state. Apply it, to get a new state of the problem S; 1

. If the problem is solved, stop. Otherwise go back to 3.

ONE-DIMENSIONAL
BIN-PACKING PROBLEMS

In the one-dimensional Bin Packing problem (1DBPP),
there is an unlimited supply of bins, each with capacity ¢ (a
positive number). A set of n items is to be packed into the
bins, the size of item 4 is s; > 0, and items must not over-fill

any bin:
> s
iebin(k)

3.

(1)

The task is to minimise the total number of bins used.
Despite its simplicity, this is an NP-hard problem. If M is



the minimal number of bins needed, then clearly:

n

M= [(Ysi)/e]

i=1

(2)

and for any algorithm that does not start new bins unneces-
sarily, M < bins used < 2M (because if it used 2M or more
bins there would be two bins whose combined contents were
no more than ¢, and they could be combined into one).

A deeper discussion about algorithms used in literature
to solve BP, including EAs, and the appropriateness of this
benchmark for HH, can be found in [13, 16, 10].

3.1 Bin-packing Benchmark Problems

The problems used in this work come from two sources.
The first collection is available from Beasley’s OR-Library [1],
and contains problems of two kinds that were generated and
largely studied by Falkenauer [8]. The first kind, 80 prob-
lems named uN_M, involve bins of capacity 150. N items are
generated with sizes chosen randomly from the interval 20-
100. For N in the set (120,250, 500, 1000) there are twenty
problems, thus M ranges from 00 to 19. The second kind, 80
problems named tN_M, are the triplet problems mentioned
earlier. The bins have capacity 1000. The number of items
N is one of 60, 120, 249, 501 (all divisible by three), and
as before there are twenty problems per value of N. Item
sizes range from 250 to 499 but are not random; the problem
generation process was described earlier.

The second class of problems studied in this paper comes
from the Operational Research Library [2] at the Technis-
che Universitdt Darmstadt. Their "bppl-1’ set and their very
hard ’bppl-3’ set were used in this paper. In the bppl-1 set
problems are named NxCyWz_a where x is 1 (50 items), 2
(100 items), 3 (200 items) or 4 (500 items); y is 1 (capacity
100), 2 (capacity 120) or 3 (capacity 150); z is 1 (sizes in
[1..100]), 2 (sizes in [20..100]) or 4 (sizes in [30..100]); and
a is a letter in [A..T] indexing the twenty problems per pa-
rameter set. (Martello and Toth [9] also used a set with sizes
drawn from [50..100], but these are far too easy to solve so
they have been excluded from this work.) Of these 720 prob-
lems, the optimal solution is known in 704 cases and in the
other sixteen, the optimal solution is known to lie in some
interval of size 2 or 3. In the hard bppl-3 set there are just
ten problems, each with 200 items and bin capacity 100,000;
item sizes are drawn from the range [20,000..35,000]. The
optimal solution is known in only three cases, in the other
seven the optimal solution lies in an interval of size 2 or 3.
These results were obtained with an exact procedure called
BISON [15] that employs a combination of tabu search and
modified branch-and-bound.

In all, therefore, 890 benchmark problems are used.

4. COMBINING HEURISTICSWITH XCS

This section is divided into three parts. The first subsec-
tion describes the heuristics used, addressing why they were
selected. The next subsection describes the representation
used within XCS. Finally, how XCS is used to discover a
good set of rules is explained.

4.1 The Set of Heuristics

First, a variety of heuristics were developed and their per-
formances were evaluated on the benchmark collection. Of
the fourteen that were implemented and tested, some were
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taken directly from the literature, others were variants cre-
ated by the authors. Some of these algorithms were always
dominated by others; among those that sometimes obtained
the best of the fourteen results on a problem, some were al-
ways first-equal, rather than being uniquely the best of the
set. There is no space here to describe the full set, but four,
whose performance seemed collectively to be representative
of the best, were selected as follows:

e Largest Fit Decreasing (LFD): items are taken in order
of size, largest first, and put in the first bin where they
will fit (a new bin is opened if necessary, and effectively
all bins stay open). This was the best of the fourteen
heuristics in over 81% (compared with other heuristics
tested and not with the results reported in literature)
of the bppl-1 problems, but was never the winner in
the bppl-3 problems.

Next-Fit-Decreasing (NFD): an item is placed in the
current bin if possible, or else a new bin is opened,
becoming the current bin where the item is placed.
This heuristic usually performs very poorly.

Djang and Finch’s algorithm (DJD), see [7]. This puts
items into a bin, taking items largest-first, until that
bin is at least one third full. It then tries to find one,
or two, or three items that completely fill the bin. If
there is no such combination it tries again, but looking
instead for a combination that fills the bin to within 1
of its capacity. If that fails, it tries to find such a com-
bination that fills the bin to within 2 of its capacity;
and so on. This of course gets excellent results on, for
example, Falkenauer’s problems; it was the best per-
former on just over 79% (again against other tested
Heuristics and not with the results reported in litera-
ture) of those problems but was never the winner on
the hard bppl-3 problems.

DJT (Djang and Finch, more tuples): devised by the
authors, this corresponds to a modified form of DJD,
considering combinations of up to five items rather
than three items. In the Falkenauer problems, DJT
performs exactly like DJD, as one would expect; in
the bppl-1 problems it is a little better than DJD.

In addition to these four, a ’filler’ process was also used
(coupled with each algorithm), which tried to find items to
pack in any open bins, rather than moving on to a new bin.
This might, for example, make a difference in DJD if a bin
could be better filled by using more than three items once
the bin was one-third full. Thus, in all, eight heuristics were
used. The action of the filler process is described later.

4.2 Representing Problem State for XCS

As explained above, the idea is to find a good set of rules
each of which associates a heuristic with some description of
the current state of the problem. To execute the rules, the
initial state is used to select a heuristic and that heuristic
is used to pack a bin. The rules are then consulted again
to find a heuristic appropriate to the altered problem state,
and the process repeats until all items have been packed.

The problem state is reduced to the following simple de-
scription. The number of items remaining to be packed are
examined, and the percentage R of items in each of four
ranges is calculated. These ranges are shown in table 1.



Table 1: Item size ranges

Huge: items over 1/2 of bin capacity

Large: items from 1/3 up to 1/2 of bin capacity
Medium: | items from 1/4 up to 1/3 of bin capacity

Small: items up to 1/4 of bin capacity

These are, in a sense, natural choices, since at most one
huge item will fit in a bin, at most two large items will fit a
bin, and so on. The percentage of items that lie within any
one of these ranges is encoded using two bits as shown in
table 2.

Table 2: Representing the proportion of items in a
given range

Bits | Proportion of items
00 0 - 10%
01 10 — 20%
10 20 - 50%
11 50 —100%

Thus, there are two bits for each of the four ranges. Fi-
nally, it seemed important to also represent how far the pro-
cess had got in packing items. For example, if there are very
few items left to pack, there will probably be no huge items
left. Thus, three bits are used to encode the percentage of
the original number of items that still remain to be packed;
table 3 illustrates this.

Table 3: Percentage of Items Left

Bits | % left to pack || Bits | % left to pack
000 0-125 100 50 — 62.5
001 12.5 - 25 101 62.5 - 75
010 25 -37.5 110 75 - 87.5
011 37.5 - 50 111 87.5 — 100

The action is an integer indicating the decision of which
strategy to use at the current environmental condition, as
shown in table 4. As mentioned earlier, the second four ac-
tions use a filler process too, which tries to fill any open bins
as much as possible. If the filling action successfully inserts
at least one item, the filling step finishes. If no insertion was
possible, then the associated heuristic (for example, LFD in
'Filler+LFD’) is used. This forces a change in the prob-
lem state. It is important to remember that the trained
XCS chooses deterministically, so that it is important for
the problem state (if not the state description) to change
each time, to prevent endless looping.

The alert reader might wonder whether the above problem
state description in some way made heuristic selection an
easy task. However, when each of our 14 original heuristics
were evaluated, it was found that many cases where two
problems had the same initial state description, but different
algorithms, were the winners of the 14-way contest. For each
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Table 4: The action representation

Action | Meaning, Use || Action | Meaning, Use
000 LFD 100 Filler + LFD
001 NFD 101 Filler + NFD
010 DJD 110 Filler + DJD
011 DJT 111 Filler + DJT

of the 14 algorithms it was tried using a perceptron to see
whether it was possible to classify problems into those on
which a given algorithm was a winner and those on which
it was not a winner. In every case, it was not possible, and
therefore the learning task faced by XCS was not a trivial
one.

5. THE EXPERIMENTS

The core of the application is Martin Butz’ version of XCS
[4, 5, 6], freely available over the web from the IIliGAL site.
The reward scheme, including when and what to reward,
lies in a level above the general XCS implementation. Some
modifications were made for multi-step environment, which
will be explained below, but the core remained the same, in
an effort of providing more evidence of the usefulness and
generality capabilities of XCS. The XCS parameters used
were exactly as in [17], unless otherwise stated.

51 Set-up
5.1.1 Training and testing sets:

Each set of bin-packing problems is divided into training
and test sets. In each case, the training set contained 75%
of the problems; every fourth problem was placed in the test
set. Since the problems come in groups of twenty for each
type, the different sorts of problem were well represented
in both training and test sets. All types of problems were
combined into one large set of 890 problems that divided
in training and test sets in the same manner. The reports
below focus only on results by this combined collection, in
which the training set has 667 problems and the test set has
223 problems. The combined set provides a good test of
whether the system can learn from a very varied collection
of problems.

5.1.2 Computational effort:

The experiments proceeded as follows. A limit of L for
training cycles for XCS was set, where the values tried were
L = 10000, 15000, 20000, 25000, 30000. During the learning
phase, XCS first randomly chooses a problem to work on
from the training set. One step, whether explore or exploit,
usually corresponds to filling one bin (see below more about
steps). In an explore step the action is chosen randomly, in
an exploit step it is chosen according to the maximum pre-
diction appropriate to the current problem state description.
This is repeated until all the items in the current problem
have been packed. A new random problem is then chosen.
A cycle will always be considered as packing a single bin
(some ’steps’ can pack several bins and consume several cy-
cles). Clearly, a large problem such as one of the u1000_M
will consume a great number of cycles.



5.1.3 Recording theresults:

The best result obtained on each problem during this
training phase is recorded. Remember, however, that train-
ing continues, so the rule set may change after such best
result was found. In particular, the final rule set at the end
of the training phase might not be able to reproduce the best
result ever recorded on every problem. Note as well that,
during training, there is some exploration that uses random
choices. Nevertheless, it is reasonable to record the best re-
sult ever found during (rather than at the end of) training
on each problem also, because these are still reproducible
results, by re-running the training with the same seed, and
easily so. That best result obtained during training will be
termed as TRB. It represents a potential achievable result
for the hyper-heuristics.

At the end of training, the final rule set is used on every
problem in the same training set to assess how well this rule
set works. This is done using exploitation all the time so
the result may be worse than the aforementioned best re-
sult recorded during the training process. This reproducible
training result will be referred to as TRR.

Of course, the classifier obtained is also applied to every
problem in the test set to measure the generalisation capa-
bilities of the process. These test results will be shown under
the label TST.

In summary, there would be two values for the training
problems set: best ever explored (TRB) and the best re-
called (TRR). Likewise, there is one value for the testing
problems set (T'ST). All results shown are averages over ten
runs with different seeds, unless stated otherwise.

In previous work [13, 10, 16] comparisons where made
not only against the best results reported in literature, but
also with the best result obtained by any of the constituent
heuristics used. This makes sense, as a fair measure of the
synergistic effect of hyper-heuristics is to compare it with
the best of all of its individual components for each problem.
However, since results of these comparisons were excellent
—always above 98% and for the extra 2%, only one extra bin
was used—, demonstrating the convenience of using hyper-
heuristics over single heuristics has been set aside in this
work. So in what follows, only comparisons against best
results reported in literature will be provided.

5.1.4 Rewards:

The reward earned is proportional to how efficiently a
bin was packed. For example, if a bin is packed to 94%
of its capacity, then the reward earned is 0.94. Remember
that 'packing’ here means continuing to the point where the
heuristic would switch bins, rather than optimally packing.
A reward of 1.0 is paid for packing the final bin. Otherwise,
an algorithm which, say, placed the final item of size 1 in a
final bin in order to complete the packing, would earn only
0.01. The filler is rewarded in a slightly different way; it is
rewarded in proportion to how much it reduces the empty
space in the open bins.

5.1.5 Random Algorithm for comparison:

The problems were also solved using an algorithm that
chooses randomly a heuristic to be applied. This is done
to double check that the algorithm is learning indeed. The
results are also averaged over 10 seeds as well. However, the
random choice of the heuristic solved optimally only 50.4%
and 54.9% of the problems on the training and test sets
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respectively, and the HH reaches over 80%. Since the value
is so low, it is not included in the following figures.

5.2 Alternatives explored

This paper will focus in comparing a single step environ-
ment versus a multi-step environment using a step by state.
A deeper study, with more alternatives and learning param-
eters is currently under revision.

521 Sep by State/Action:

In [13] one step is defined as packing one bin (LFD was
modified to pack only one bin and stop). From deeper study
of the sequences of actions applied and the status of the
problems, it was clear that in many cases the filling of a
single bin does not change the status itself, given the binary
representation proposed. It is easy to see that, as what is
represented is ranges, and not absolute values, slight changes
may not be reflected immediately in a change of status. As
an alternative, one step can be considered to be taking a
’single action’ (the repetition of the same single bin packing
action) until there is a change of state.

The reward is the average of the different rewards obtained
in each action of packing a single bin, and is only applied
once at the change of state. For example, if four actions of
type 2 were applied to perform a single step by state —2222—
and each action has rewards of, say: 990, 560, 230, and 870,
the reward given to the action set (the rules that suggested
the action) would be 990+560+230+870 = 2650/4 = 662.5,
and it will be rewarded only once.

5.2.2 Sngle Sep and Multiple Step Environment:

As mentioned, in single step environments, rewards are
available at every step (being this step delimited by either a
change of state or action). A multi-step environment allows
to consider sequences of steps and be rewarded together as
a chain. This means that the reward can be paid after per-
forming a number of complete states, or individual actions
(depending if step by state is used or not, respectively). In
these cases it is likely that several and different actions are
applied in one multi-step trial. Several multi-step chain sizes
have been tried, namely chains of size 2, 5 and 10 actions.

5.2.3 Rewarding Sngle Siep and Multiple Step (with
Sep by Sate)

Given a hypothetical sequence of actions (dash represent
a change in state) as follows:

TiT2T3  T4TH  TETTT8T9  T10  T11T12T13  T14
T T T T T T
-222-11-3333- 2 - 111- 1 -
—— T e N e——
S1 Sa S3 Sa S5 Se

Here, there are 6 different states and 14 different actions of
3 types. Each of the 14 actions produces a potential reward
ri;1 <14 < 14 based, as mentioned, in how efficient was the
packing of a single bin.

In the sequence below, underlines will represent where the
reward pointed by the upwards arrow is applied. Overbraces
will represent how the rewards to be used are obtained (by
averaging).

If Single Step and Step by State is used, then the rewards
are averaged for each state, and rewards applied only once
per state, therefore rewards were given 6 times, as follows:
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Figure 1: Computational Effort

Ry Ry R3 Ry Ry Rg

A A ~~
(222) (11) (3333) (2) (111) (1)

T T T T T T
Ry Ry R3 Ry Rs Re
Ry = T1+T32+T3 Ry = T442rT5
Ry = fetretrstre  p o — p (3)

4
__ riitristr _
Ry = 1 éz 13 R =714

On the other hand, if Multi-Step (size 2) is used, then
rewards are calculated as the averages of the rewards of the
states. As the step here is performed by state, these rewards
by state (M) are obtained by averaging the individual re-
wards of the different actions that were executed in that
step. The obtained rewards (R,,) are awarded only once
per state. Therefore there are 3 different reward values, and
the rewarding procedure is performed 6 times:

Rq Ro R3
"My M, My My Ms Mg
e Lot Rosutume lothe Ronhue lothe
(222) (11) (3333) (2) (111) (1)
T T T T T T
Ry Ry Ry Ro Rz  Rg
J\41 — r1t+rotrs ]\42 — 4475 ]\43 — T§+T1IT§+TQ
3 2
My =110 M5 = 7T11+T}2+T13 Ms =114
Ry = MHQ-MQ Ry = Mﬁ-gzu Ry — MHQ-MQ
(4)
5.3 Results

5.3.1 Computational Effort:

Figure 1 shows average runs for single step and multi-steps
of size 2 and 10 drawn against the number of training cycles.
As it can be expected, the more cycles allowed to the clas-
sifier, the better the results. Nevertheless, there are differ-
ences between the best ever obtained while training (TRB)
and what can be later recalled (TRR) on the same training
problems (see section 5.1.4). While the former is obtaining
better and better results, the latter seems to level near the
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Figure 2: Single vs Multiple step approach

80%. This points to the fact that it seems that although
the heuristics can be combined to achieve the results given
by TRB values, the classifier, in exploiting mode (TRR), is
unable to reproduce them later. It seems that the represen-
tation of the state is too poor to provide enough informa-
tion about situations where other actions are more fruitful.
Remember that in exploiting mode the same action is per-
formed until the state representation changes, as expected of
a deterministic algorithm. There is sufficient evidence of the
learning capabilities of XCS, even within the limitations of
its binary representation, so research was conducted to eval-
uate the effects of using more information for the state rep-
resentation [12, 11] and with alternative learning methods
using real numbers [10]. There was a substantial increase in
performance, reaching values close to the best of training.
This seems to support the idea that the state representation
used can be improved and that XCS will then be provided
with enough information to properly discriminate. Experi-
ments with extended status representations using XCS are
proposed as further research.

Single step seems to have a ceiling of performance at
around 78% on TRR values (on the averaged results). This
ceiling is reached with just 10000 cycles. More cycles do
not improve the results significantly. Figure 2 shows the ef-
fect on performance for several different training efforts with
regards to the length of the chains used in single and multi-
step environments. There, the small impact of increasing
the number of cycles on single step environments can be
seen. It seems to learn fast what it can learn. But that
is below what multi-step environments can achieve, albeit
with more computational effort, as will be seen next.

5.3.2 SnglevsMultiple step approach:

In [16] early experiments with multi-step (size 2) provided
promising results on its impact in hyper-heuristic bin pack-
ing using XCS. When, in this work, larger chains were tested,
a decrease in performance was clearly revealed. While size 2
outperformed single step, it failed to generalise with longer
chains. It needs many more training cycles to achieve closer
results. Figure 2 shows how the longer the chain, the more
training needed.

This result of a performance peak on size 2 chains while
it decreases on longer chains is very interesting. It suggests



that there must be pairs of actions that seem to be useful
enough, one after the other, as to easily emerge after the
reinforcement learning. Unfortunately, longer chains seem
not to be as useful for the bin packing problem and need
many more cycles to achieve slightly better results.

Of course, it may also be that 10000, the minimum num-
ber of cycles chosen, is enough for the size 2 chains to show
its potential and that single environments have reached their
ceiling some cycles before. But this then highlights the po-
tential of multi-step environments, as the ceilings seem to
be above single step ones. The issue then will be at which
computational cost to achieve a gain. Here 10000 cycles
is enough for multi-step environments to start to show its
potential.

5.3.3 Bestruns:

While the results provided are averages, on several runs of
the XCS training, to show the general behaviour expected,
it is true that a single run is usually easily affordable (with
respect to computer use) in applications that are not time-
critical. This means that several runs with different seeds
can be computed, and the best chosen as the final product.
Figure 3 shows the best results (here only TRR and TST are
shown) out of the 10 runs for single step and chain sizes 2 and
10, drawn against the number of cycles allowed for training.
Here it is more clear that longer chain schemes may catch
up with shorter ones, but at the cost of much more training.
This graph also hints that with the configuration used, the
status chosen and the heuristics available, the best recallable
XCS is at around the 82% mark, with 80% on the testing
set. The best attainable ever found (that is, the best TRB
result) reached an exceptional 86.1% of optimality.
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Figure 3: Best results of some experiments

54 Generalisation properties

Although not previously mentioned, it seems clear from
the figures that the results on the testing set where similar
to those obtained in the training set, a good indication that
the system is able to generalise well. Results of the exploit
steps during training are very close to results using a trained
classifier on new test cases. This means that particular de-
tails learnt (a structure of some kind) during the adaptive
phase (when the classifier rules are being modified accord-
ing to experience, etc.) can be reproduced with completely
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new data (unseen problems taken from the test sets). As an
example, as already reported in [13], for one of Falkenauer’s
problems, DJD (and our DJT) produced a new best, and
optimal result (this had already been reported in [7] where
DJD was described). Even if this problem is excluded from
the training set, the learnt rule set can still solve it optimally.

6. CONCLUSIONS

This work has extended the experiments and applied some
of the suggested enhancements of previous work [13, 10, 16]
on applying hyper-heuristics to the bin packing problem us-
ing learning classifiers.

It will be appreciated that the scope of this work is broad.
Attempts have been made to address several important is-
sues, including narrowing the gap between the use of heuris-
tic algorithms and evolutionary algorithms, and that of aca-
demic reports, and real-world applications. In summary,
XCS was able to create a solution process that performed
competitively well on a large collection of NP-hard, non-
trivial problems found in literature. The system performed
better than any of its constituent individual heuristics, and
always performed better than the worst of the algorithms
involved.

In particular, when using the heuristics independently, the
best one of all (our own DJD version), achieved optimal-
ity in around 73% of the problems. However, the evolved
XCS rule-sets were able to produce optimal solutions for over
78% of the problems (on unseen testing problems) in single
step environments, and over 81% in multi-step environments
(also on unseen testing problems), while in the rest it pro-
duced a solution very close to optimal. The best attainable
found was 86.1%, which indeed represents an exceptionally
good result given the ingredients used, and a considerable
improvement from previous work reported.

Experiments showed that multistep environments of small
size, under the right conditions outperform single step re-
sults. In addition, results seem to point out that multi-step
environments can obtain better results than the single step
environments could ever achieve. The ceiling, after which
an increase of training cycles does not provide better re-
sults, appears to be higher in multi-step environments.

A longer version of this work, comparing the effects of al-
ternate reward schemas, the use of step by state and by
action, and other exploration/explotation policies during
training is currently under revision.

Acknowledgements

Early developments of this work were funded by UK EPSRC
research grant number GR/N36660 ending July 2004. The
authors would like to thank Peter Ross and Emma Hart for
their contributions during that period, and Stewart Wilson
for useful comments and discussions.

Recent developments have been carried out by the au-
thors sponsored by the Ramén y Cajal Research Program
in the Intelligent Systems Research Group at the Univer-
sity of Murcia, Spain, and by Scottish Enterprise’s Royal
Society of Edinburgh Enterprise Fellowship, at the Centre
of Intelligent Systems and their Applications, University of
Edinburgh, Scotland.



7.

[1]
2]

3]

[4]

[5]

[6]

[7]

8]

[9]

(10]

REFERENCES

http://www.ms.ic.ac.uk/info.html
http://www.bwl.tu-darmstadt.de/bwl3/
forsch/projekte/binpp/

Edmund Burke, Emma Hart, Graham Kendall, Jim
Newall, Peter Ross, and Sonia Schulenburg.
Hyper-heuristics: An Emerging Direction in Modern
Search Technology. In Fred Glover and Gary
Kochenberger, editors, Handbook of Meta-heuristics,
chapter 16, pages 457-474. Kluwer, 2002.

Martin V. Butz. An Implementation of the XCS
classifier system in C. Technical Report 99021, The
Illinois Genetic Algorithms Laboratory, 1999.

Martin V. Butz. XCSJava 1.0: An Implementation of
the XCS classifier system in Java. Technical Report
2000027, Illinois Genetic Algorithms Laboratory, 2000.
Martin V. Butz and Stewart W. Wilson. An
Algorithmic Description of XCS. Technical Report
2000017, Illinois Genetic Algorithms Laboratory, 2000.
Philipp A. Djang and Paul R. Finch. Solving One
Dimensional Bin Packing Problems. Journal of
Heuristics, 1998.

Emanuel Falkenauer. A hybrid grouping genetic
algorithm for bin packing. Journal of Heuristics,
2:5-30, 1996.

Silvano Martello and Paolo Toth. Knapsack Problems.
Algorithms and Computer Implementations. John
Wiley & Sons, 1990.

Peter Ross, Javier Marin-Bldzquez, Sonia
Schulenburg, and Emma Hart. Learning a procedure
that can solve hard bin-packing problems: A new
ga-based approach to hyper-heuristics. In

E. Cantu-Paz, J. A. Foster, K. Deb, D. Davis, R. Roy,
U.-M. O’Reilly, H.-G. Beyer, R. Standish, G. Kendall,
S. Wilson, M. Harman, J. Wegener, D. Dasgupta,

M. A. Potter, A. C. Schultz, K. Dowsland, N. Jonoska,
and J. Miller, editors, Genetic and Evolutionary
Computation Conference — GECCO 2003, volume 2 of
Lecture Notes in Computer Sscience, pages 1295-1306,
Chicago, IL, USA, 2003. Springer.

1528

(11]

(12]

(14]

(15]

(16]

(17]

Peter Ross and Javier G. Marin-Blazquez.
Constructive hyper-heuristics in class timetabling. In
CEC 2005, pages 1493-1500, Edinburgh, Scotland, 2-5
September 2005. IEEE Press.

Peter Ross, Javier G. Marin-Blazquez, and Emma
Hart. Hyper-heuristics applied to class and exam
timetabling problems. In CEC 2004, pages 1691-1698,
Portland, Oregon, 20-23 June 2004. IEEE Press.
Peter Ross, Sonia Schulenburg, Javier G.
Marin-Blazquez, and Emma Hart. Hyper-heuristics:
learning to combine simple heuristics in bin packing
problems. In Genetic and Evolutionary Computation
Conference — GECCO 2002, pages 942-948, New
York, NY, USA, 2002. Morgan Kauffmann Publishers.
Stuart J. Russell and Peter Norvig. Artificial
Intelligence: a modern approach, chapter 4: Informed
Search and Exploration, pages 116-120. Prentice Hall,
Upper Saddle River, N.J., 2nd international edition
edition, 2003.

Armin Scholl and Robert Klein. Bison: A fast hybrid
procedure for exactly solving the one-dimensional bin
packing problem. Computers and Operations Research,
1997.

Sonia Schulenburg. A Hyper-Heuristic Approach to
Single and Multiple Step Environments in Bin-Packing
Problems. In Pier Luca Lanzi, Wolfgang Stolzmann,
and Stewart W. Wilson (workshop organisers), editors,
5th International Workshop on Learning Classifier
Systems (IWLCS) 2002. Unpublished contribution,
presented, Granada, Spain, September 7-8, 2002.
Stewart W. Wilson. Classifier Systems Based on
Accuracy. Evolutionary Computation, 3(2):149-175,
1995.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Academy
    /AgencyFB-Bold
    /AgencyFB-Reg
    /Alba
    /AlbaMatter
    /AlbaSuper
    /Algerian
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /BabyKruffy
    /BaskOldFace
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BlackadderITC-Regular
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BradleyHandITC
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Castellar
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chick
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Croobie
    /CurlzMT
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversMT
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /EstrangeloEdessa
    /Fat
    /FelixTitlingMT
    /FootlightMTLight
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Freshbot
    /Frosty
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Gigi-Regular
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GlooGun
    /GloucesterMT-ExtraCondensed
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /Jenkinsv20
    /Jenkinsv20Thik
    /Jokerman-Regular
    /Jokewood
    /JuiceITC-Regular
    /Karat
    /Kartika
    /KristenITC-Regular
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /MaturaMTScriptCapitals
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MSOutlook
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /OCRAExtended
    /OldEnglishTextMT
    /Onyx
    /PalaceScriptMT
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Papyrus-Regular
    /Parchment-Regular
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /Playbill
    /Poornut
    /PoorRichard-Regular
    /Porkys
    /PorkysHeavy
    /Pristina-Regular
    /PussycatSassy
    /PussycatSnickers
    /Raavi
    /RageItalic
    /Ravie
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /ScriptMTBold
    /ShowcardGothic-Reg
    /Shruti
    /SnapITC-Regular
    /Square721BT-Roman
    /Stencil
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Vrinda
    /Webdings
    /WeltronUrban
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2001
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


