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#### Abstract

The "ZIP" adaptive trading algorithm has been demonstrated to outperform human traders in experimental studies of continuous double auction (CDA) markets. The original ZIP algorithm requires the values of eight control parameters to be set correctly. A new extension of the ZIP algorithm, called ZIP60, requires the values of 60 parameters to be set correctly. ZIP60 is shown here to produce significantly better results than the original ZIP (called "ZIP8" hereafter). A genetic algorithm (GA) is used to search the 60-dimensional ZIP60 parameter space, and it finds parameter vectors that yield ZIP60 traders with mean scores significantly better than those of ZIP8s. This paper shows that this optimizing evolutionary search works best when the GA itself controls the dimensionality of the search-space, so that the search commences in an 8-d space and thereafter the dimensionality of the searchspace is gradually increased by the GA until it is exploring a $60-\mathrm{d}$ space. Furthermore, the results from ZIP60 cast some doubt on prior ZIP8 results concerning the evolution of new 'hybrid' auction mechanisms that appeared to be better than the CDA.
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## 1. INTRODUCTION

The Zero-Intelligence Plus (ZIP) adaptive automated trading algorithm [6] has been demonstrated to outperform human traders

[^0]in experimental studies of continuous double auction (CDA) markets populated by mixtures of human and "robot" traders [15]. To successfully populate a market with ZIP traders, the values of eight real-valued control parameters need to be set correctly. While these eight values can of course be set manually, previous papers have demonstrated that this 8-d parameter-value vector can be automatically optimized using a simple genetic algorithm (GA) search to tailor ZIP traders to particular markets, thereby producing results superior to those from ZIP traders with manually-set parameter values $[7,8]$. Furthermore, a simple extension of the GA-ZIP approach (i.e., adding a single additional real-valued numeric parameter, its value set by the GA) allows for automated market-mechanism design, and has been demonstrated as a possible way of automatically discovering novel "hybrid" forms of auction mechanism that appear to be more efficient than the CDA $[10,11,12]$. This paper introduces a more sophisticated version of the ZIP algorithm, which is shown to produce significantly better results. The extended variant is known as "ZIP60", because it requires 60 real-valued control parameters to be set correctly, and thus the original algorithm is now re-named as "ZIP8". Manually identifying the correct values for 60 control parameters could be a very laborious task, but it is demonstrated here that an appropriate automatic search or optimization process (such as a GA) can reliably discover good sets of values for the parameters, so long as some care is exercised in controlling a gradual expansion of the dimensionality of the search-space. The GA operating in the 60 -dimensional parameter space is shown to produce markets populated by ZIP60 traders with mean scores significantly better than those of ZIP8s. Moreover, the ZIP60 results presented in this paper, while better than ZIP8, show a markedly reduced incidence of cases where the GA also discovers novel hybrid auction mechanisms within which the ZIP traders perform significantly better than when they interact within the fixed CDA mechanism. A plausible conclusion drawn from this is that it indicates that the earlier ZIP8 results (where apparent "improvements" on the CDA were common) were actually consequences of the relative lack of sophistication in the ZIP8 algorithm, rather than consequences of previously-undiscovered weaknesses in the CDA mechanism that the ZIP8 traders were operating within.
In the interests of scientific openness and ease of replicability, the C source-code that was used to generate the results in this paper has been published in a report freely available on the web [13].
This paper reports on an ongoing line of research, and there are several open avenues of research that could be pursued to extend or further explore the ideas presented here. In particular, it is
important to note that the results in this paper are certainly not intended as an absolute and conclusive demonstration that ZIP60 is superior to all other CDA bidding algorithms, or that the solutions discovered by the GA are optimal in the sense of the GA routinely discovering Nash equilibria in the experimental markets that ZIP60 is studied within here. This paper studies the equilibrating performance of markets that are homogeneously populated with one type of trader-agent, in the style of (e.g., Gode \& Sunder [20]; Cliff [6, 9, 12]; Preist \& van Tol [30]; and Gjerstad \& Dickhaut [19]), rather than studying strategic interactions within markets heterogeneously populated by two or more different types of trading algorithms or market mechanisms, such as is exemplified by the work of, for example, [38; 39; \& 29].
Nevertheless, the original paper that introduced the ZIP8 algorithm [6] also studied ZIP8's performance only in homogeneously populated markets, yet ZIP8 was subsequently used as a benchmark trading algorithm in numerous studies of strategic interactions between heterogeneous mixes of trading algorithms, performed by several independent groups of researchers. The number of such papers in which ZIP8 (or close derivatives of ZIP8) have been used is fairly large, and the list includes the following: $[15 ; 38 ; 39 ; 23 ; 29 ; 40 ; \& 1]$. Thus, given that so much prior work exploring strategic interactions and heterogeneous populations has been based on ZIP8, it seems reasonable at least to presume that researchers with an interest in studying heterogeneous marketplaces might find ZIP60 a useful new benchmark, even though this current paper reports only on ZIP60 in homogeneous settings. While the study of ZIP60's strategic interactions with other CDA bidding algorithms is certainly an important topic of further research, it's beyond this paper's scope.
The rest of this paper is structured as follows. Section 2 gives an overview of ZIP traders and of the experimental methods used, including a description of the continuously variable space of auction types. This description is largely identical to the account given in previous papers (e.g., $[10,11,12]$ ), albeit extended to describe how the new experiments whose results are presented here differ from the previous work. The new ZIP60 results are then presented, analyzed, and discussed in Section 3, and conclusions are drawn in Section 4.

## 2. METHODS

### 2.1 The original eight-parameter ZIP

The original eight-parameter ZIP trading algorithm was first described fully in a lengthy report [6], which included sourcecode (in ANSI C) of an example implementation. For the purposes of this paper, a high-level description of the algorithm and its eight key parameters is sufficient. Illustrative C sourcecode for ZIP60 has been published in [13]. As will be seen in Section 3, there are in fact a family of ZIP algorithms between ZIP8 and ZIP60, and so hereinafter the acronym "ZIP" with no numeric suffix is intended to mean here "all ZIP $n$ for $8 \leq n \leq 60$ ".
ZIP traders deal in arbitrary abstract commodities. Each ZIP trader $i$ is given a private (i.e., secret) limit-price, $\lambda_{i}$, which for a seller is the price below which it must not sell and for a buyer is the price above which it must not buy. If a ZIP trader completes a transaction at its $\lambda_{i}$ price then it generates zero utility ("profit" for the sellers or "saving" for the buyers). For this reason, each ZIP trader $i$ maintains a time-varying utility margin $\mu_{i}(t)$ and generates quote-prices $p_{i}(t)$ at time $t$ using $p_{i}(t)=\lambda_{i}\left(1+\mu_{i}(t)\right)$ for sellers and
$p_{i}(t)=\lambda_{i}\left(1-\mu_{i}(t)\right)$ for buyers. The "aim" of traders is to maximize their utility over all trades, where utility is the difference between the accepted quote-price and the trader's $\lambda_{i}$ value. Trader $i$ is given an initial value $\mu_{i}(0)$ (i.e., $\mu_{i}(t)$ for $t=0$ ) which is subsequently adapted over time using a simple machine learning technique known as the Widrow-Hoff rule which is also used in back-propagation neural networks and in learning classifier systems. This rule has a "learning rate" parameter $\beta_{i}$ that governs the speed of convergence between trader $i$ 's quoted price $p_{i}(t)$ and the trader's idealized "target" price $\tau_{i}(t)$. When calculating $\tau_{i}(t)$, ZIP traders introduce a small random absolute perturbation generated from ${ }^{l} \boldsymbol{U}\left[0, c_{a}\right]$ (this perturbation is positive when increasing $\tau_{i}(t)$, negative when decreasing) and also a small random relative perturbation generated from $\boldsymbol{U}\left[1-c_{r}, 1\right]$ (when decreasing $\left.\tau_{i}(t)\right)$ or $\boldsymbol{U}\left[1,1+c_{r}\right]$ (when increasing $\tau_{i}(t)$, where $c_{a}$ and $c_{r}$ are global system constants. To smooth over noise in the learning system, there is an additional "momentum" parameter $\gamma_{i}$ for each trader (such momentum terms are also commonly used in backpropagation neural networks).
So, adaptation in each ZIP trader $i$ has the following parameters: initial margin $\mu_{i}(0)$; learning rate $\beta_{i}$; and momentum term $\gamma_{i}$. In an entire market populated by ZIP traders, values for these three parameters are randomly assigned to each trader via $\mu_{i}(0)=f_{a}\left(\mu_{\text {min }}, \mu_{\Delta}\right), \quad \beta_{i}=f_{a}\left(\beta_{\text {min }}, \beta_{\Delta}\right), \quad$ and $\quad \gamma_{i}=f_{a}\left(\gamma_{\text {min }}, \gamma_{\Delta}\right) ; \quad$ for $f_{a}(\alpha, \kappa)=\boldsymbol{U}[\alpha, \alpha+\kappa]$. Hence, to initialize an entire ZIP-trader market, it is necessary to specify values for the six marketinitialization parameters $\mu_{\text {min }}, \mu_{\Delta}, \beta_{\text {min }}, \beta_{4}, \gamma_{\text {min }}$, and $\gamma_{4}$; and for the two system constants $c_{a}$ and $c_{r}$. Thus any set of initialization parameters for a ZIP-trader market exists within an eightdimensional real space - hence "ZIP8".
Vectors in this 8 -space can be considered as "genotypes" in a genetic algorithm (GA), and from an initial population of randomly generated genotypes it is possible to allow a GA to find new genotype vectors that best satisfy an appropriate evaluation function. This is exactly the process that was first introduced in $[7,8]$. For the purposes of this paper, we will consider the GA optimizer as a "black box" and leave it largely un-discussed: full details accompany the source-code in [13].
In addition to using the GA to optimize the control parameters for the trader-agents, one more real-valued numeric parameter was introduced in $[10,11,12]$ to give the GA automated control over the auction mechanism. This market-mechanism parameter is called $Q_{s}$ and it governs the exogenously imposed probability that the next quote in the marketplace will be taken from a seller, so $Q_{s}=0.0$ is a pure one-sided auction where only buyers can quote (and hence is similar to an English auction); $Q_{s}=1.0$ is pure onesided with only sellers quoting (as in a Dutch Flower auction); and $Q_{s}=0.5$ makes quotes from buyers or sellers equi-probable (as in a CDA). The surprising result reported in $[10,11,12]$ is that "hybrid" auction mechanisms (such as $Q_{s}=0.25$ ) were found by the GA to give the best evaluation scores when the value of $Q_{s}$ was evolved alongside the values of the eight ZIP control parameters. Experiments where the value of $Q_{s}$ was under control of the GA are referred to as "EM" (for "evolving mechanism") experiments, and experiments where the value of $Q_{s}$ was fixed,

[^1]typically at the CDA value of 0.5 , are referred to as "FM" experiments (for "fixed mechanism").
The fitness of genotypes was evaluated here using the methods described previously in [7, 8, 10, 11, 12]. One trial of a particular genome was performed by initializing a ZIP-trader market from the genome, and then allowing the ZIP traders to operate within the market for a fixed number of trading periods (often colloquially referred to as "days"), with allocations of stock and currency being replenished between each trading period. During each trading period, Smith's [36] a measure (root mean square deviation of transaction prices from the market's theoretical competitive equilibrium price) was monitored, and a weighted average of $\alpha$ was calculated across the days in the trial, using a method described in more detail in the next section. As the outcome of any one such trial is influenced by stochasticity in the system, the final evaluation score for an individual was calculated as the arithmetic mean of 100 such trials. Note that as minimal deviation of transaction prices from the theoretical equilibrium price is desirable, lower scores are better: we aim here to minimize the evaluation scores. That is, individuals with lower scores have greater reproductive fitness (i.e., more offspring, on the average).

### 2.2 Previous ZIP8 Results

In [12], results from 32 sets of experiments were published, where each experiment involved sequences built from one or more of four specific market supply and demand schedules. These four schedules are referred to as markets M1, M2, M3, and M4, and are illustrated in [12, 13]. In all four schedules there are 11 buyers and 11 sellers, each empowered to buy/sell one unit of commodity. Market M1 is taken from Smith's seminal 1962 paper [36] on his early experimental economics work, and the remaining three markets are minor variations on M1. In M2 the slope of the demand curve has been greatly reduced while the slope of the supply curve has been increased only slightly; and in M4 the slope of the supply curve has been greatly reduced while the slope of the demand curve has been increased only slightly. In M3 the slopes of both the supply and demand curves are only slightly steeper than the slopes in M1, yet these minor differences between the supply and demand curves in M1 and M3 can still lead to significant differences in the final best evolved solutions.
The experiments reported in this paper use a method first explored in ZIP8 experiments, involving "shock changes" being inflicted on the market by swapping from one schedule to another partway through the evaluation process. Here, two shocks occurred during each evaluation process (i.e., switching between three schedules). For instance, in one experiment referred to here as M121, the evaluation involved six trading periods ("days") with supply and demand determined by M1, then a sudden change to M2, then six periods/days later a reversion to M1 for a final six periods. The other sets of experiments are similarly named M212, M123, M321, and so on, the meaning of which should be obvious.
A six-period duration was used for each market schedule, meaning that the two-shock trials lasts for 18 periods: six periods with the ZIP trading agents adapting to trade under the first schedule, then at the end of the sixth period a sudden "shock change" of the market supply and demand to the second schedule (without altering any of the traders' parameters or variable values), followed by six periods of the traders adapting to trade and under that new schedule; then a shock change to the third schedule, followed by a final six days of trading.

As in the previous GA-ZIP work, the evaluation function was a weighted average of Smith's [36] " $\alpha$ " measure of root mean square deviation of transaction prices from the underlying theoretical equilibrium price at the start of the experiment. For the six-period single-schedule experiments, in each trading period $p$ the value $\alpha_{p}$ was calculated, and the evaluation score was computed as $\left(1 / \Sigma w_{p}\right) \cdot \Sigma\left(\alpha_{p} \cdot w_{p}\right)$ for $p=1 \ldots 6$ with weights $w_{1}=1.75$, $w_{2}=1.5, w_{3}=1.25, w_{3<p<7}=1.0$, and $w_{p>6}=w_{p-6}$.
The process used to compare the EM and FM cases is as follows. In any one experiment, here involving a population of 30 genotypes over 500 generations, in each generation the elite (bestscoring) individual is of most interest, and so the time-series of the elite fitness score for the population is monitored across the 500 generations. These results are non-deterministic: different runs of the GA (with different seed values for its random number generator) will yield different elite trajectories. Examining the results from 50 repetitions of an experiment (varying only the random seed between repetitions) often gives multimodal results, and in all experiments we are interested only in the best elite mode (i.e. the mode with lowest scores), which can be summarized by the mean and standard deviation (s.d.) of the scores within that mode at each generation: these two values will be referred to here as the best elite-mode fitness mean and s.d.. For comparison purposes, in the ZIP8 work reported in [12], similar trajectories of best elite-mode fitness values were recorded from 50 repetitions of the each experiment in fixed-mechanism (FM) conditions, where the value of $Q_{s}$ was not evolved but instead was fixed at the CDA value of $Q_{s}=0.5$.
The results from 18 dual-shock (triple-schedule) experiments were presented in four separate data-tables in [12], grouped by the nature of the shocks (i.e., the "treatment regime"). Table 3 showed results from experiments where only the demand curve undergoes a major change on each shock (i.e.: M121, M212, M232, M323, M123, and M321). Table 4 showed results from experiments where only the supply curve undergoes a major change on each shock (i.e.: M141, M414, M434, M343, M143, and M341). In Table 5, one of the two shocks involves a major change only to the demand curve while the other shock involves a major change only to the supply curve (i.e.: M432, M234, M412, and M214); and in Table 6 each shock involved a major change to both the supply curve and the demand curve (i.e.: M242 and M424). In this paper, all 18 dual-shock results are shown together in a single graph, but the results appear in table order, as just listed.
Analysis of the ZIP8 results showed that the GA never failed to discover EM genotypes that were at least as good (i.e. had evaluation scores at least as low) as the corresponding FM genotypes, and in several cases the EM result was significantly better (lower) than the FM result, at the $1 \%$ confidence level, using non-parametric significance tests such as the Wilcoxon-Mann-Whitney (e.g., [35]), or Robust Rank-Order test [16].
The histogram in Figure 1 shows the results for GA-optimized ZIP8 in FM and EM conditions. Figure 1 also shows the results from various styles of ZIP60 EM experiments, discussed further in Section 3 of this paper. The ZIP8 statistics in Figure 1 are the results of conducting a more rigorous and careful analysis of the data than was originally summarized and tabulated in [12]. The two main differences are: first, that the final evaluation score recorded as the outcome of any one experiment is now taken as an
average of the final few elite scores (over generations 490 to 500) to smooth over noise in the evaluation process; and second, that the summary statistics for each type of experiment are here always calculated from the top $10 \%$ (i.e., the upper decile) of the 50 repetitions of each type of experiment, regardless of how many repetitions converged on solutions with final elite scores in the best elite mode. So, the data in Figure 1 show the mean and s.d. of the final outcome elite scores from the best (lowest-scoring) five experiments in each study. See [13] for further discussion of the rationale for how the data summarization used here differs from that used previously

### 2.3 Related Work

These previous GA-ZIP results have subsequently been replicated, adapted, and extended in a number of independent studies. Robinson [32] explored the use of evolved marketmechanisms in the context of market-based control (e.g. [4]) of scarce resources in utility-scale corporate data centers. Walia [41] explored the use of the same evolving-mechanism techniques but with markets populated by Gode \& Sunder's [20] ZI trader-agents rather than ZIP traders, again finding evidence that non-standard hybrid mechanisms were discovered as good/best solutions by the GA; and Byde [2] demonstrated that the same techniques could lead to the evolution of hybrid sealed-bid auction mechanisms, regardless of the type of trader operating in the market. Shipp [34] investigated how the nature of the evolved solutions changed as the number of "market shocks" used in the evaluation process increased; and Wichett [43] explored a system in which multiple reproductively separate "gene-pools" of ZIP traders competed, coadapted, and co-evolved along with the market mechanism. Other recent uses of ZIP include modifying it for bargaining in sealedbid auctions [1]; using ZIP traders to study speculative trading in business-to-business exchanges [25]; and using ZIP traders to explore issues of reputation and information quality in a variety of market configurations [24].
The results in $[10,11]$ were the first demonstration that radically new market mechanisms for artificial traders may be designed by automatic means. But, at much the same time as they were being generated, Steve Phelps and his colleagues were independently working on a conceptually very similar (but algorithmically rather different) theme of using artificial evolution to develop and study new auction-market mechanisms (e.g., [29]). In addition to the contemporaneous work of Phelps et al., a number of other authors have more recently reported on the results of using artificial evolution and other forms of automated search, learning, or optimization for exploring spaces of possible trader-agent strategies, and possible new auction mechanisms, generally with positive results $[39 ; 28 ; 26 ; 28 ; 21 ; 27 ; 31 ; \& 42]$. Of course, the paper introducing ZIP [6] was not the first-ever study of artificial trading agents in double-auction markets; relevant prior work includes [17, 33, \& 19]. For discussion of earlier work, see [6].

## 3. ZIP60

### 3.1 From 8 to 60 in five paragraphs

The results from using a GA to fine-tune the ZIP8 trader were sufficiently encouraging that they provoke the question of whether new variants of ZIP can be developed to take advantage of the fact that we can now (generally, at least) rely on automated optimizers like the GA to set appropriate values for the numeric parameters affecting the traders. If we commit to using an
optimizer to set the parameter values, we don't need to keep the number of parameters small enough for them all to be manageable or comprehensible by humans. That's the rationale for ZIP60.
To this end, note that in ZIP8 the genome specifies the same vector of eight real values $\left\{\mu_{\text {min }}, \mu_{\Delta}, \beta_{\text {min }}, \beta_{\Delta}, \gamma_{\text {min }}, \gamma_{\Delta}, c_{a}, c_{r}\right\}$ whether the trader is a buyer or a seller. But in some situations it's plausible that the market dynamics might be better if the pa-rameter-values used by the buyers were different to those used by the sellers, so we could in principle have a GA-ZIP system dealing with these two cases (i.e. where Case 1 is that the trader is a buyer; Case 2 is that the trader is a seller) and hence optimizing sixteen real parameters (i.e., "ZIP16"), with the first vector of eight values being used to initialize the buyers and the second being used to initialize the sellers.

Furthermore, note that in some situations a ZIP trader (whether it is a buyer or a seller) has to increase its margin, and in others it has to decrease its margin, and that it might be useful to have different parameter-values depending on which of the four cases we are in, i.e. whether the trader is a buyer raising its margin, a buyer lowering its margin, a seller raising, or a seller lowering. That gives us 4 cases, each with 8 values, and so "ZIP32".
But we can then additionally note that, in the original specification of the ZIP algorithm, both for buyers and for sellers, there are actually three different cases or circumstances in which the trader alters its margin (see [6,pp.42-43] for the details of and rationale for this design). For example, a seller's margin is raised if one condition holds true (i.e., if the last quote was accepted and the seller's current price is less than the price of the current quote); but a seller's margin is lowered if either of two other possible conditions are true (i.e.: if the last quote was an accepted bid and the seller is active and the seller's price is greater than the price of the last quote; or if the last quote was an offer that was accepted and the seller is active and its price is greater than the price of the last quote). So we could have the genome specify three corresponding parameter-value vectors for the buyers and also three such vectors for the sellers, i.e. a total of six different vectors for six different cases, which at eight values per vector gives us "ZIP48".
And in a final flourish of parameter-count inflation, let's abandon the use of a mere pair of system-wide global constants $c_{a}$ and $c_{r}$ and in place initialize each trader $i$ with its own corresponding "personal" values $c_{a, i}$ and $c_{r, i}$ generated at initialization from the uniform distributions $\boldsymbol{U}\left[c_{a: m i n}, c_{a: m i n}+c_{a: 4}\right] \& \boldsymbol{U}\left[c_{r: m i n}, c_{r: m i n}+c_{r: 4}\right]$. This addition of extra parameters still allows solutions involving the old system-wide constant $c_{a}$ and $c_{r}$ values to be "discovered" by the GA - that will happen if better evaluation scores are associated with (near-)zero values of $c_{a: \Delta}$ and $c_{r: \Delta}$. So, the parameter-value vectors for each case needs now to specify not only the six previous system parameters ( $\mu_{\text {min }}, \mu_{\Delta}, \beta_{\text {min }}, \beta_{\Delta}, \gamma_{\text {min }}$, and $\gamma_{\Delta}$ ) but also the values for the four newly-introduced system parameters $c_{a: m i n}, c_{a: 4}, c_{r: m i n}$, and $c_{r: \Delta}-$ i.e., ten values per vector. For six cases, each with ten values per vector, we get to sixty values: "ZIP60".
It is worth noting that this final increase from eight to ten parameter-values per case could also be applied to any of the other ZIP $n$ versions mentioned in the preceding paragraphs. That is, by the expansion of the specification of $c_{a}$ and $c_{r}$, ZIP8 grows to ZIP10; ZIP16 to ZIP20; and ZIP32 to ZIP40.

Finally, we need to introduce some terminology that will ease the analysis and discussion that come later. While a ZIP8 trader has one genetically-specified value for each parameter (so, for example, it has only one $\beta_{\text {min }}$ value), a ZIP60 genome specifies six related parameter values - one for each case - which we will refer to by adding case-numbers to the subscript (e.g.: $\beta_{\text {min:l }}, \beta_{\text {min:2 }}, \ldots$, $\beta_{\text {min: }}$ ). For ZIP60, the entire set of sixty parameters can be generated from the pattern $P_{t: n}$ where $P$ is one of $\left\{\mu, \beta, \gamma, c_{a}, c_{r}\right\}$; $t$ is one of $\{\min , \Delta\}$; and $n$ is an integer in $\{1, \ldots, 6\}$. We'll refer to the set of six values for any one parameter-type (i.e., $\left\{P_{t: 1}, P_{t: 2}\right.$, ..., $P_{t: 6\}}$ ) as the homologous set of $P_{t}$ parameter values.

### 3.2 Control of Search-space Dimensionality

In testing the performance of ZIP60, all effort thus far has been devoted to exploring the performance of ZIP60 on dual-shock tests: if markets populated by ZIP traders cannot cope with sudden shock-changes in supply and demand, then they are of little interest. Moreover, it seems highly likely (but has not yet actually been empirically verified) that if ZIP60 does better than ZIP8 on these multi-shock tests, then it will also do better in those cases where there are fewer or no market shocks.
Experience with GA optimisation of ZIP60 indicates that significant care is needed in managing the dimensionality of the search-space: simply applying the old methods that worked well with ZIP8 does not give best results when working with ZIP60. This is a lesson learnt from experience: for the very first attempts at evolutionary optimization of ZIP60 traders, the same experiment methods as described in Section 2 were used, except that the initial population was composed entirely of randomly generated ZIP60 individuals, rather than ZIP8s. The results from these attempts were somewhat mixed. Although the scores of the elite evolved ZIP60 traders were on average significantly better than the elite ZIP8 scores in the same experiments, the standard deviation on that average improvement was almost identical to the mean improvement itself. This large standard deviation was a reflection of the fact that, in a few cases, the evolved elite ZIP60 results were actually significantly worse than the corresponding ZIP8 results. Now there is nothing preventing the ZIP60 GA system from evolving genotypes that correspond to ZIP8 solutions, so it seems peculiar that the ZIP60s perform worse than the ZIP8s in some cases. There are certainly points within the ZIP60 genome-space that correspond perfectly to ZIP8 solutions: if for each of the ten homologous sets the within-set variance of the parameter values for the set is (near) zero, then that ZIP60 genome is functionally equivalent to the corresponding singlecase ZIP10 genome; and furthermore if the values of the $c_{a: \Delta}$ and $c_{r: \Delta}$ homologous sets are all zero, then the ZIP60 is functioning as a ZIP8. So, how come the ZIP60 results are sometimes worse than ZIP8? The fact that the GA failed to find ZIP8 solutions within the ZIP60 genome space is a strong indication that the 60 dimensional search space has characteristics (such as local maxima, knife-edge ridges, plateaus, and "wormholes" in the fitness landscape) which make the optimizing search for good genomes a nontrivial process.

To address this, the ZIP genetic encoding was extended, allowing the number of cases ( $1,2,4$, or 6 , as discussed in Section 3.1) to be specified on the genome itself. The rest of the genome is still a set of ten homologous-set vectors (each made of six real numbers). If an individual's gene specifying the number of cases is set to one, then all six parameter-values are set to be identical within
each homologous set, by copying the values from the first element of the set into the remaining five. If the number of cases is set to two, then the three buyer-case parameter values within each set are forced to be identical copies of each other, as are the three seller values; and if the number of cases is set to be six, then the three buyer and the three seller parameters can all be different numeric values. Thus, the ZIP60 genomes are always 60 parameter-values long, but over-writing duplication of values within the genome can reduce the effective dimensionality of the parameter-vectors encoded on a particular genome so that it codes for any of the family of ZIP algorithms between ZIP60 and ZIP8.

The motivating hypothesis for placing the dimensionality of the search-space under evolutionary control was the belief that the GA's evolutionary search would be more successful if it could start by first simply optimizing the 1-case genome, and then (only once all the values are approximately correct) could successive multi-case refinements be progressively introduced by the GA as necessary. So, for example, if a 1 -case individual mutated to become a high-case individual, thereby decoupling its genomevalues across the different cases, such a mutant would only be retained in the population if the mutation that increases the number of cases is also associated with higher fitness. Strictly speaking, the initial case-increasing mutation is selectively neutral: the genome values for the different cases start out as identical copies of each other, but the case-increasing mutation allows subsequent mutations to introduce differences across cases, and it is those mutations that will be retained if they are correlated with higher fitness. Handing evolutionary control of the dimensionality of a search-space to the GA that is searching that space is an idea that was first explored in depth in Harvey's 1994 thesis [22], where he developed the "species adaptation genetic algorithm", which was first successfully applied in evolving neural-network controllers for autonomous physical robots [5]. ${ }^{2}$

Two new sets of ZIP60 experiments were performed to test the effects of GA-controlled dimensionality. In the first set, the population was initialised with individuals that had a randomlyassigned value for the number of cases on their genome, with the values $1,2,4$, and 6 being equally probable. This is the initialization we refer to here as $\operatorname{ZIP} 60(1: 6)$ (for "from 1 case to 6 cases"). In the second set, every individual in the initial population was set to have a 1-case genome; this is referred to here as the $\operatorname{ZIP} 60(1: 1)$ initialization. And so the first set of experiments, where all individuals in the initial populations were 6 -case individuals, are referred to as ZIP60(6:6). Results from the EM experiments with ZIP60 with the (1:1), (1:6), and (6:6) initializations are shown in Figure 1, with ZIP8 EM and FM scores shown alongside, for comparison.
The histogram in Figure 1 shows the mean elite ZIP60 EM scores alongside the ZIP8 EM and FM scores: ZIP60 consistently outperforms ZIP8, and the error bars showing the s.d. values make it clear that these differences are significant. On the average, the ZIP60(1,1) scores are $14.0 \%$ better (lower) than the ZIP8 scores (and the s.d. on that mean improvement is $5.7 \%$ ). In comparison, the ZIP60(6:6) scores are on average $12.91 \%$ better than the ZIP8,

[^2]but the s.d. on that improvement is $12.88 \%$; and for ZIP60(1:6), the average improvement is $12.32 \%$ with s.d. $=7.03 \%$. So, ZIP60(1:1) has the highest mean increase in performance and the lowest s.d. on its mean increase. Examination of the elite genomes across the course of the 500 generations, discussed in [13], shows that although the $\operatorname{ZIP} 60(1: 1)$ population starts out composed entirely of 1-case genomes, after a while the number of 2-case, 4case, and 6-case mutant genomes starts to increase, and by the end of each experiment the elite individual is almost always a 6-case genome.

### 3.3 Principal Component Analysis

The results just presented demonstrate that ZIP60(1:1) consistently out-performs ZIP8, which strongly suggests that the larger number of additional parameters are indeed useful. However, as was noted above, it is possible for a ZIP60 genome to be functionally equivalent to a lower-dimensioned ZIP $n$ genome. In the most extreme case, if all the values in each homologous set of parameters are equal for any one genome (so, e.g., $\beta_{\Delta I}=\beta_{\Delta 2}=\beta_{\Delta 3}=\beta_{\Delta 4}=\beta_{\Delta 5}=\beta_{\Delta 6}$ ), or if the differences between them are all sufficiently small to be ignored as mutational noise, then that ZIP60 genome is functionally equivalent to a ZIP10 genome. And if it has zero values for its $c_{a \Delta}$ and $c_{r \Delta}$ parameters, then it is effectively a ZIP8.



Figure 1: Mean elite outcome scores from the best $\mathbf{1 0 \%}(\mathrm{n}=5)$ of the 50 repetitions of each of the 18 "dual-shock" experiments involving two sudden changes in market supply and demand function, as described in the text. Labels on the horizontal axis indicate the specific shock sequence. Vertical axis is evaluation score: a weighted average of root mean square deviation of transaction prices from the theoretical competitive equilibrium price, expressed as a percentage of the equilibrium price; a metric labeled " $\alpha$ " by Smith [36]. Lower scores are better. Each bar in the graph shows a mean score, with error bars at plus and minus one s.d. For each shock-sequence, the cluster of 5 bars shows the results for (from left to right): EM ZIP60(1:1); EM ZIP60(1:6); EM ZIP60(6:6); FM ZIP8, \& EM ZIP8. See text for further discussion.

So, to confirm that ZIP60 is indeed an advance on ZIP8 (or ZIP10), some analysis of the final evolved parameter-sets is necessary, to see whether they contain any low-dimensional solutions embedded in higher-dimensional spaces. To this end, principal component analysis (PCA) was used on the parametervalues from the top-decile ZIP60 genomes. PCA is explained in most textbooks on multivariate analysis, e.g. [3]. Each sixdimensional homologous set of final evolved parameter values from all 18 sets of experiments was individually subjected to PCA, and the percentage of the variance in the parameter values accounted for by each principal component (PC) was calculated. If all the values in any one homologous set were equal or approximately equal, the first PC would account for very nearly $100 \%$ of the variance. However, the first PC would also account for close to $100 \%$ of the variance if the values in the homologous set were positioned along/around any line in the $6-\mathrm{D}$ space, e.g. one where $P_{t: i} \neq P_{t: j}$ (for some $P$ in $\left\{\mu, \beta, \gamma, c_{a}, c_{r}\right\}$; some $t$ in $\{\min , \Delta\}$; and for $i, j$ integers in $\{1, \ldots, 6\}$ with $i \neq j$ ). So, to identify a ZIP8/ZIP10 embedded in a ZIP60 genome, we'd need to see the first PC for each homologous set accounting for close to $100 \%$ of the variance, and see the angle $\theta$ between the first PC and the line $P_{t: 1}=P_{t: 2}=\ldots=P_{t: 6}$ being very close to zero. That is for $\theta=$ $\pi-\left|\cos ^{-1}\left(\left(\boldsymbol{p}_{1}, \boldsymbol{u}\right) /\left|\boldsymbol{p}_{1}\right|\right)-\pi\right|$ with $\boldsymbol{p}_{1}$ being the first PC (a 6-D vector) and $\boldsymbol{u}$ being a 6 -D unit vector with elements $u_{i: i=1 \ldots 6}$ such that $u_{I}=u_{2}=u_{3}=u_{4}=u_{5}=u_{6}>0$.
PCA analysis was performed on the entire data-set of top-decile elite genomes; and the results are presented graphically and discussed further in [14]. Although $\boldsymbol{p}_{1}$ accounts for more than $50 \%$ of the variance in all homologous sets, the highest value is $90.29 \%$ for $\boldsymbol{p}_{1}$ of the $\beta_{\text {min }}$ set, which is not high enough to cause serious alarm. The mean variance accounted for by $\boldsymbol{p}_{1}$ across all homologous sets was $68 \%$ (s.d. $=10 \%$ ), and the minimum value was $58 \%$. Additionally, the angle $\theta$ is safely high in all cases (mean $=24^{\circ}$; s.d. $=17^{\circ} ; \min =5^{\circ} ; \max =50^{\circ}$ ). So, the evolved ZIP60 solutions are not ZIP8s in disguise.

### 3.4 Discussion: Fewer Hybrids?

Comparing the ZIP8 and ZIP60 results presented here reveals that for ZIP60 the GA much less frequently discovers hybrid values of $Q_{s}$ yielding overall market dynamics that are better than those of the corresponding fixed-market $\operatorname{CDA} Q_{s}=0.5$ experiments. That is, despite the final ZIP60 EM evolved $Q_{s}$ values varying quite widely, few of them give results that are statistically significantly better than the corresponding FM results. Data tables available in [13] show that in two thirds (12 out of 18) of the original ZIP8 experiments, the EM experiment found a "hybrid" $Q_{s}$ value that improved on the corresponding FM score; yet in the ZIP60 experiments, the occurrence of superior EM results fell by $67 \%$, i.e. from $12 / 18$ down to $4 / 18$. It seems likely that this is an indication that the previously-published results showing evolved hybrid auction mechanisms are to some extent artifacts of the lack of sophistication in the ZIP8 traders that were used in those studies. A counter-argument to this is that Byde [2] presented results from applying similar GA-search for designs for hybrid sealed-bid auctions, where the GA found hybrid solutions to be preferable to the traditional first-price and second-price sealed bid auctions and those results were independent of the sophistication of the traders in the market. So, this is another issue that should be explored in more depth in future research.

## 4. CONCLUSIONS

From the data summarized and analyzed in this paper, it is clear that the ZIP60 variant of ZIP is a genuine improvement on the original ZIP8, and that ZIP60 parameter-vectors that outperform ZIP8 by over $10 \%$ can be found by a search/optimization process such as the simple GA used here, provided that care is taken in the progressive expansion of the dimensionality of the search-space explored by that GA. Principal component analysis of the elite evolved parameter-sets from multiple runs under differentlychanging sequences of supply and demand schedules revealed that the evolved parameter-vectors make active use of considerably more values than the eight available in ZIP8. The fact that (in comparison to previous experiments using ZIP8 traders) the experiments with ZIP60 traders reported here show a reduced incidence of the discovery of "hybrid" auction mechanisms is possibly an indication that the hybrid auctions reported on in the E-Commerce Research and Applications journal paper [12] actually evolved as a consequence of the lack of sophistication in the behavior of ZIP8 traders: with the comparatively finer-grained responses of ZIP60 traders, hybrid mechanisms evolve much less frequently, and so it is tempting to conjecture that if the same type of auction-design experiments were repeated with even more sophisticated trader agents, hybrid mechanisms would not occur at all. Exploring that question remains one of several topics for further research.
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[^1]:    ${ }^{1}$ Here $v=\boldsymbol{U}[x, y]$ denotes a random real value $v$ generated from a uniform distribution over the range $[x, y]$.

[^2]:    ${ }^{2}$ A recent JAIR paper by Stanley \& Miikkulainen [37] re-discovers some of Harvey's ideas of incremental evolution and evolutionarily-controlled dimensionality increase, which Stanley \& Miikkulainen refer to as "complexification".

