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ABSTRACT
The toxicity of an anticancer drug is cleared from the body
by different processes, including saturable metabolic and
nonsaturable renal-excretion pathways. According to the
principles of toxicokinetics, we propose a new anticancer
drug scheduling model with different toxic elimination pro-
cesses in this paper. We also present a sophisticated au-
tomating drug scheduling approach based on evolutionary
computation and computer modeling. To explore multiple
efficient drug scheduling policies, we use a multimodal opti-
mization algorithm — adaptive elitist-population based ge-
netic algorithm (AEGA) to solve the new model, and discuss
the situation of multiple optimal solutions under different
parameter settings. The simulation results obtained by the
new model match well with the clinical treatment experi-
ence, and can provide much more drug scheduling policies
for a doctor to choose depending on the particular condi-
tions of the patients.

Categories and Subject Descriptors
I.6 [Simulation and Modeling]: Model Development—
modeling methodologies.

General Terms
Algorithms

Keywords
Drug scheduling model, multimodal optimization algorithm

1. INTRODUCTION
An important target for cancer chemotherapy is to max-

imally kill tumor cells for a fixed treatment period. So a
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choice of anticancer drug scheduling is essential in cancer
chemotherapy. The effects of anticancer drugs, as proposed
by Martin [8], are given by the following differential equa-
tions:

dx1

dt
= −λx1 + k(x2 − β)H(x2 − β) (1)

dx2

dt
= u− γx2 (2)

dx3

dt
= x2 (3)

with the initial state xT (0) =[ln(100), 0, 0], the parameters
λ = 9.9 × 10−4 day, k = 8.4 × 10−3 day−1 ×D−1, β = 10,
γ = 0.27 day, η = 0.4 day−1, and:

H(x2 − β) =

{
1, if x2 ≥ β
0, if x2 ≤ β

(4)

where x1 is a transformed variable that is inversely related
to the mass of the tumor. The initial tumor cell population
is set at 1010 cells [8]. The variable x2 is the drug concentra-
tion in the body in drug units (D) and x3 is the cumulative
drug toxicity in the body. Equation (1) describes the net
change in the tumor cell population per unit time. The first
term on the right-hand side of Equation (1) describes the in-
crease in cells due to cell proliferation and the second term
describes the decrease in cells due to the drug. The param-
eter λ is a positive constant related to the growth speed of
the cancer cells, and k is the proportion of tumor cells killed
per unit time per unit drug concentration which is assumed
to be a positive constant. The implication of the function
described in Equation (4) is that there is a threshold of the
drug concentration level, β below which the number of the
killed tumor cells is smaller than the number of the repro-
duced tumor cells, and the drug is not efficient. Equation
(2) describes the net increase in the drug concentration at
the cancer site. The variable u is the rate of the delivery of
the drug, and the half-life of the drug is ln(2)/γ, where γ is
the biochemical character parameter of the drug. Equation
(3) relates the cumulative drug toxicity to the drug concen-
tration, e.g., the cumulative effect is the integral of the drug
concentration over the period of exposure.
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The performance index [8] to be maximized is:

I = x1(tf ), (5)

where the final time tf = 84 days. The control optimization
is performed subject to constraints on the drug delivery:

u ≥ 0 (6)

and on the state variables:

x2 ≤ 50 (7)

x3 ≤ 2.1× 103 (8)

In this paper, we discuss about the combination of the dif-
ferent drug toxic elimination processes for whole-body phys-
iological toxicokinetic model. The main inherent idea is the
fundamental component of toxicokinetic modeling is that of
organ clearance. In [5] [6], we have proposed three toxicoki-
netic models, which may be best illustrated by considering a
single organ that is perfused by blood and is capable of elim-
inating the drug. These models with the different elimina-
tion components provide the basic units of the physiological
toxicokinetic models.

The rest of this paper is organized as follows. Section 2
discusses related work on drug scheduling models for cancer
chemotherapy. Section 3 presents the new drug scheduling
model based on toxicokinetics. Section 4 describes the au-
tomation of the drug scheduling for cancer chemotherapy
through a multimodal optimization algorithm — adaptive
elitist-population based genetic algorithm (AEGA). Section
5 provides the simulation results under the new drug schedul-
ing model. The parameter analysis and discussion are given
in Section 6. The paper conclusion and future work are
summarized in Section 7.

2. RELATED WORK
Many researchers have dealt with the Martin’s drug schedul-

ing model, however, problematic simulation results were ob-
tained [1] [2] [7] [8] [10] [13]. In the 84 days treatment, a
best-known control policy is that it first gives drug on the
42th day. It obviously does not correspond with the clinical
experience. In the clinical treatment, giving the multi-dose
drug at the first day can get the best efficiency of the cancer
treatment: to kill maximal tumor cells with minimal drug
toxicity.

To solve the above unreasonable problem and accurately
describe the time course of the cumulative drug toxicity x3

in the body, in [6], we have modified the third equation in
Martin’s model as follows:

dx3

dt
= x2 − ηE × x3. (9)

Equation (9) describes the net change of the cumulative
drug toxicity x3 per unit time. In the right-hand side of
this equation, the first term x2 describes the increase of the
cumulative drug toxicity x3 due to the drug concentration
x2, and the second term ηE ×x3 can be called the exponen-
tial drug toxicity clearance function, which describes the de-
crease in the drug toxicity due to the clearance in the body.
Thus, a drug toxic elimination process is described as the
first-order elimination and the proportionality constant ηE

is known as the drug toxic elimination rate constant. The

Cumulative toxic compound from drug
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Figure 1: Three monotonically increasing functions
— exponential, logistic and Gompertz — are used
here to simulate different drug toxic elimination pro-
cesses.

first-order elimination is by far the most common kinetic
model to describe nonsaturable toxic elimination pathway,
e.g. filtration in renal excretion.

However, the metabolism of many anticancer drugs is en-
zymatic reactions in organs and tissues. Drug-metabolizing
enzymes are saturable. This means that the different num-
bers of substrate (the cumulative toxic compound) affect the
rate of the enzymatic reaction (the speed of the toxic elim-
ination). When the amount of the cumulative toxic com-
pound is small, the speed of the toxicity clearance is pro-
portional to the amount of the cumulative toxic compound.
However, as the cumulative toxic compound is increased, the
speed of the toxicity clearance falls off and is no longer pro-
portional to the amount of the cumulative toxic compound;
in this zone, the toxic elimination is of mixed-order. On
further increase in the cumulative toxic compound, the rate
becomes almost constant and independent of the cumula-
tive toxic compound. In this range of the cumulative toxic
compound, the toxic elimination is zero-order with respect
to the amount of the cumulative toxic compound [3].

To accurately describe the saturable toxic eliminations,
according to kinetics of enzyme-catalyzed reactions we have
proposed two toxic elimination functions — logistic and Gom-
pertz functions in [5], in which the toxic elimination rate
decreases with increasing cumulative toxic compound.

The time course of the cumulative drug toxicity x3 with
the logistic function of the drug toxic elimination is

dx3

dt
= x2 − ηL × x3(

1− x3

2θ
), (10)

where ηL is a positive constant. The exponential [6] and
logistic drug toxic elimination functions are close with a few
cumulative toxic compound from drug.

The third function of the drug toxic elimination to be
proposed is the Gompertz function in the time course of the
cumulative drug toxicity:

dx3

dt
= x2 − ηG × x3 ln(

2θ

x3
), (11)

where ηG is a positive constant. As time increasing the speed
of the drug toxic elimination approaches a stable level and
θ is called the maximal longanimous toxicity of the drug
in the body (also known as the carrying capacity of the
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Figure 2: Physiological flow model for a perfused
organ that is capable of drug toxic elimination. Q
denotes blood flow rate; Ci and Co are concentration.

toxic compound from the drug). For human and animal
treatments, the maximal longanimous toxicity of the drug
is above the level that is lethal to the host. We set the
constraint of the cumulative drug toxicity to x3 < θ. As
shown in Figure 1, three monotonically increasing functions
are used to describe the drug toxic elimination processes.
The exponential, logistic and Gompertz functions give the
fit for nonsaturable and saturable toxic elimination processes
respectively. We have separately combined Equations (9),
(10) and (11) with Equations (1) and (2) to construct the
drug scheduling models [5] [6]. The simulation solutions of
these models are consistent with the clinical experience.

3. NEW DRUG SCHEDULING MODEL WITH
DIFFERENT TOXIC ELIMINATION
PROCESSES

With the above types of the drug toxic elimination mod-
els, the time course of the cumulative drug toxicity between
organs and tissues is simulated on the basis of regional blood
flow rates, diffusion of drug between blood and tissue, and
the affinity of drug for particular organs. Their fundamental
component of toxicokinetic modeling is that of organ clear-
ance. As shown in Figure 2, this may be best illustrated by
considering a single organ that is perfused by blood and is
capable of eliminating the drug. Q is blood flow rate through
the organ and Ci and Co are drug concentrations entering
and leaving the organ (Ci > Co). These models with the
different elimination components provide the basic units of
the physiological toxicokinetic models.

Although the basic units of the physiological toxicokinetic
models are relatively simple, whole-body physiological mod-
els are complex and may be represented in general form as
shown Figure 3. The liver and kidney are the primary detox-
ification and elimination organs — they eliminate the drug
toxicity from our body. Drugs passing through the liver
are eliminated in a chemically altered (metabolized) form in
the bile. Whenever, drug metabolism or movement across
the liver involves an active process, then the likelihood of
saturable kinetics exists. Thus, the logistic and Gompertz
functions give the fit for saturable toxic elimination pro-
cesses in the liver. On the other hand, drugs,particularly
water-soluble drugs and their metabolites, are also elimi-
nated by the kidney in urine. The kidney is a filter that
cleanses toxins from our blood and its ability to excrete the
toxic compounds depends on the amount of the drug toxic-
ity in the bloodstream. Therefore, the renal excretion (i.e.,
filtration and passive reabsorption) may be best considered
to the nonsaturable mechanisms and described by the expo-
nential function.

KIDNEY
(EXCRETION)

HEART,GUT,MUSCLE,
FAT,TUMOR

LIVER
(ELIMINATION)

BLOOD

BLOOD

Figure 3: General physiological toxicokinetic model.

For really accurate modeling, one needs to take into con-
sideration not only the drug toxic eliminations by single or-
gans, but also their combination. Consequently, The time
course of the cumulative drug toxicity x3 with the drug toxic
elimination in the whole-body is

dx3

dt
= x2−ηL×x3(1− x3

2θ
)−ηG×x3 ln(

2θ

x3
)−ηE×x3, (12)

where ηL, ηG, ηE are nonnegative constants. We set the con-
straint of the cumulative drug toxicity to x3 < θ.

We combine Equation (12) with Equations (1) and (2) to
construct a new drug scheduling model. Incorporating the
different toxic elimination processes into the drug scheduling
model tends to make a complex situation even more so. The
number of parameters increases, and the uncertainty of the
model also increases. However, this type of model is used
successfully. For a drug that is eliminated from the body by
a single, nonsaturable metabolic pathway, an appropriate
cumulative drug toxicity model can be set ηL = ηG = 0 and
ηE �= 0. For a drug that is cleared by a saturable pathway
and also by other nonsaturable pathways, the situation may
be described by the model with ηL �= 0, ηG �= 0 and ηE �= 0.

4. EVOLUTIONARY DRUG SCHEDULING
VIA THE AEGA

In this section we use an adaptive elitist-population based
genetic algorithm (AEGA), which is an efficient multimodal
optimization algorithm [4], to implement the automation of
the drug scheduling models for exploring multiply efficient
drug scheduling policies. Therefore, a doctor expects to se-
lect a different drug scheduling policy for a different patient
in the clinical treatment.

The AEGA includes two main genetic operators: the eli-
tist crossover operator and the elitist mutation operator.

• Elitist crossover operator: If the parents and their
offspring are located in the same basin of attraction,
the elitist crossover operator will only select the bet-
ter one of them to the next generation to reduce the
population’s redundancy;

• Elitist mutation operator: If an offspring is located
in an unexplored basin of attraction, the elitist muta-
tion operator will conserve the offspring and its parent
together to the next generation to maintain and im-
prove the population’s diversity.

Thus, the adaptive elitist-population search technique can
adaptively adjust the population size according to the fea-
tures of the multimodal problem to achieve: (i) A dynamic
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Table 1: The two-points crossover operator for the cycle-wise variable representation

Parents:
{57.05, |r1 (3× 10.8), |r2 (81× 10.8)}
{36.98, |r1 11.56, (2× 0), |r2 (40× 0, 21.39)}

Offspring:
{57.05, |r1 (3× 10.8), |r2 (40× 0, 21.39) }
{57.05, |r1 11.56, (2× 0), |r2 (81× 10.8)}
{57.05, |r1 11.56, (2× 0), |r2 (40× 0, 21.39)}
{36.98, |r1 11.56, (2× 0), |r2 (81× 10.8) }
{36.98, |r1 (3× 10.8), |r2 (81× 10.8)} }
{36.98, |r1 (3× 10.8), |r2 (40× 0, 21.39) }

number of individuals in the population so that only a min-
imum number of elitist individuals is used to search for each
optimum; and (ii) All the individuals in the population
searching for different optima in parallel.

The AEGA has been experimentally tested with a difficult
test suite in [4] [6], and all experiments have demonstrated
that the AEGA consistently and significantly outperforms
the other multimodal evolutionary algorithms in efficiency
and solution quality.

4.1 A Cycle-wise Variable Representation
Here, we use a cycle-wise variable representation to accu-

rately and efficiently describe the drug scheduling policy in
a chromosome.

Definition 1: Due to the large number of variables and
fine accuracy involved, a cycle-wise variable representation
of the drug scheduling is defined by

Variable representation := {[C|D]∗|[D(DC)]∗}
C := [ci]

∗

D := ki × di, · · · , dj

where ci, di, dj are the drug doses on each day, ki is the
number of cycles, di, · · · , dj is the repetend and “∗” repre-
sents the repetition of the structure that is located in the
front square bracket, but the values can be different.

By Definition 1, the cycle-wise variable representation in-
cludes two parts: a front and a cyclic parts. The front part
is [C|D]∗. It describes the drug doses in the initial treat-
ment days. The cyclic part is [D(DC)]∗. It consists of
the number of cycles ki and the repetend (di, · · · , dj). For
example, the cycle-wise variable representation is {57.05,

27×(21.5, 2× 0)} that means giving the drug 57.05D at the
first day and then repeated 27 times giving the drug 21.5D
every three days. The cycle-wise variable representation is
very suitable for the drug scheduling problem. Because in
the first few days of the treatment period, the patient’s body
may not have adapted to the drug, but it is important to
kill as many tumor cells as possible, the drug doses will be
adjusted day by day. We use the front part to represent the
drug doses in this initial period. Then when the patient’s
body gradually gets used to the drug, the drug adminis-
tration schedule will follow a fixed cycle and a fixed dose
pattern, which is suitably represented by the cycle-part.

4.2 Elitist Crossover Operator
Here we combine the standard multi-points (two-points)

crossover operator with the adaptive elitist-population search

techniques to construct the elitist crossover operator for the
cycle-wise variable representation. Let r1 and r2 be the
crossover points in the front and the cyclic parts respectively
of the two parents selected randomly from the population.
The offspring are produced by taking all the combinations
of the 3 segments (separated by r1, r2) of the parents’ rep-
resentations. In Table 1, the two-points crossover operation
generally can generate 6 offspring to improve the successful
rate in the search process. Then two better solutions, which
satisfy all the constraints, are selected from the parents and
their offspring to the next generation.

Before we carrying out the crossover operation, the adap-
tive elitist-population search technique which was incorpo-
rated into the crossover operator will delete the worse one
from the two selected parents to reduce the population’s
redundancy, if they are located in the same basin of attrac-
tion. Of course, if this is carried out, no standard crossover
operation will be performed.

4.3 Elitist Mutation Operator
In an elitist mutation operator, the basic mutation works

as follows: for a randomly chosen position in the cycle-wise
representation, replaces its value with another randomly
chosen value (not the same as the one to be replaced) with
certain mutation probability. For example, in Table 2, the
third point of the parent is changed from 7.6 to 10.8 to gen-
erate its offspring (1); or the last value of the last cyclic part
of the parent is changed from 19.58 to 21.64 to generate its
offspring (2); or the number of cycles in the inner cycle of
the last cyclic part is changed from 2 to 3 to generate its
offspring (3).

The elitist mutation in the AEGA is that when the off-
spring is located in an unexplored optimal attraction, it and
its parent are conserved together to the next generation to
increase the population’s diversity [4], otherwise, only the
best one of the parent and the offspring will be selected to
the next generation.

4.4 The AEGA for the Drug Scheduling
Model

In order to successfully explore multiple optimal solutions
of the drug scheduling models, the AEGA is implemented
as follows:

1. Set t = 0 and initialize a chromosome population P (t)
(uniform random initialization within the bounds);

2. Evaluate P (t) by using the fitness measure;
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Table 2: The one-point mutation operator for the cycle-wise variable representation

Parent:
{57.05, 3× 7.6, (40× 0, 19.58)}

Offspring:

(1): {57.05, (7.6, 10.8, 7.6) , (40× 0, 19.58)}
or

(2): {57.05, (3× 7.6), (40× (0, 21.64 )}
or

(3): {57.05, (2× 7.6), (27× 0, 0, 19.58) }

3. While (termination condition not satisfied) Do

(a) Elitist crossover operation to generate P (t + 1);

(b) Elitist mutation operation to generate P (t + 1);

4. Evaluate P (t + 1);

5. Stop if the termination condition is satisfied; other-
wise, t←− t + 1 and go to Step 3;

The drug scheduling problems were simulated using the
AEGA with the following parameters: initial population
size=2000; generation size =20000; crossover rate=1.0; mu-
tation rate=1.0 and the distance threshold σ=10. The drug
scheduling model was simulated using numerical differentia-
tion method of Runge-Kutta [12], with a small time interval
of 0.01 day for good accuracy. In the new model, we add
three parameters ηL, ηG, ηE and θ. Here we set these pa-
rameters as ηL = ηG = ηE = 0.2 and θ = 100.

5. SIMULATION RESULTS UNDER THE
NEW MODEL

Automating the new drug scheduling model via the multi-
modal optimization algorithm, the AEGA can obtain seven
most efficient drug scheduling policies, which are listed in
Table 3. The global optimal solution is illustrated in Fig-
ure 4.

The multiple efficient drug scheduling policies under the
new model match well with the clinical experience. In the
clinical treatment, generally the drug scheduling policies in-
clude two categories of patterns: continuous and repeated.
The optimal drug scheduling policies under the new model
belong to these two categories respectively. In some patients,
the aim of treatment may be to reduce the tumor size with
minimum toxicity. The drug scheduling policies with the
long repetend (e.g., giving drug every three days) are suit-
able because their cumulative drug toxicity often decreases
to the low level (e.g., the third efficient drug scheduling pol-
icy obtained by the new model as shown in Figure 5 and its
cumulative drug toxicity often decreases to 70% of the max-
imal longanimous toxicity of drug θ). For other patients,
they may be cure despite higher toxicity, the continuous or
repeated patterns with the short repetend drug scheduling
policies (e.g., giving drug every day) are suitable because
these policies are more efficient but with high toxicity (Fig-
ure 4). So these multiple efficient drug scheduling policies
obtained by the new model are more useful. According to
the different conditions of the patients, the doctor can select
the suitable drug scheduling policy to treat cancer and get
the best efficient results.

6. PARAMETER ANALYSIS AND
DISCUSSION OF THE NEW MODEL

6.1 Parameter Analysis of the New Model
In the new cancer drug scheduling model, we add three

drug toxic elimination rates ηL, ηG and ηE into the third
equation and adjust the constraint threshold of the cumu-
lative drug toxicity x3 < θ. These parameters ηL, ηG, ηE

and θ are in positive values. In the above sections, we set
ηL = ηG = ηE = 0.2 and x3 < 100 to study the optimal
drug scheduling policies for the new model.

The parameters ηL, ηG and ηE describes the capability of
the drug toxic elimination in the body. For some drugs, if
their toxic elimination rates are high, this means that the cu-
mulative toxicity of these drugs is easily eliminated from the
body, so the best efficient drug policy should be the contin-
uous pattern giving drug policy or repeated pattern giving
drug policy with short repetend (e.g., giving drug every two
days). On the contrary, if their toxic elimination rates are
low, this means that the cumulative toxicity of these drugs is
difficult to be eliminated from the body, so the best efficient
drug policy should be the repeated pattern giving drug pol-
icy with long repetend (e.g., giving drug every seven days),
because the clearance of drug toxicity is slow. This principle
can be simulated by our new model. At the same time, the
number of the local optimal solutions varies with different
parameter settings.

As shown in the upper part of Table 4, when we fix the
constraint threshold of the cumulative drug toxicity x3 <
100 and only consider that only one parameter of ηL, ηG and
ηE is unequal to 0, if ηL, ηG and ηE are larger than 1, 0.7 and
1 respectively, the new model only has one optimal solution
(continuous drug policy). This means that the clearance
capability of the drug toxicity is strong in the body and
can maintain the cumulative drug toxicity lower than its
constraint. The continuous drug scheduling policy can be
selected for the best treatment effect. If ηL, ηG and ηE

are decreased, the model via the multimodal optimization
algorithm AEGA can obtain the multiple optimal solutions.
For example, if ηL is decreased to 0.7, the number of the
optimal solutions increases to 4 and the repeated drug policy
(giving drug every two days) is the global optimum; if ηL

is decreased to 0.5, the model has 8 optimal solutions and
the global optimum is to give drug every three days. if ηL

is decreased to 0.2, the model has 15 optimal solutions and
the global optimum is to give drug every eight days. In this
case, the continuous drug policy is not an optimum due to
its high cumulative toxicity. However, if ηL, ηG and ηE are
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Table 3: The most efficient drug scheduling policies obtained by the new model.

No The most efficient drug scheduling policies Index(x1) No. of cells(×104)

(1) {25.04, 10.30, 0, (81× 8.14)} 17.62 2.23

(2) {26.22, 20.39, 41× (0, 16.16)} 17.56 2.36

(3) {57.05, 0, 10.14, 0, 27× (23.98, (2× 0))} 17.39 2.80

(4) {32.92, (3× 0), 20× (31.46, (3× 0))} 17.09 3.78

(5) {46.88, (3× 0), 16× (38.51, (4× 0))} 16.72 5.48

(6) {46.07, (5× 0), 13× (45.04, (5× 0))} 16.12 9.98

(7) {57.05, (6× 0), 11× (48.43, (6× 0))} 14.94 32.5
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Figure 4: The best drug scheduling policy obtained by the new model. The sub-figures (a), (b), (c) and (d)
show the control variable u, the final mass of the tumor (inversely related to the best performance index
x1), the change patterns of the drug concentration x2 and the cumulative drug toxicity x3 in the 84 days
respectively.
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Figure 5: The third optimal drug scheduling policy obtained by the new model. The captions of sub-figures
(a), (b), (c) and (d) are same as Fig. 4.
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decreased to 0.1, 0.1 and 0.2 respectively, the model has no
efficient solution, because at this time the drug toxicity is
too difficultly to be eliminated from the body.

For the cases that all parameters ηL, ηG and ηE are un-
equal to 0, we can get similar results. If ηL, ηG and ηE are
equal to 0.4, the new model only has one optimal solution
(continuous drug policy). If ηL, ηG and ηE are decreased to
0.2, the number of the optimal solutions increases to 7, and
if ηL, ηG and ηE are 0.1, the model has no efficient solution.

Table 4: The most efficient drug scheduling policies
obtained by the new model with different parame-
ters settings

Number of
ηL ηG ηE θ optimal solutions
1 0 0 100 1

0.9 0 0 100 2
0.7 0 0 100 4
0.5 0 0 100 8
0.2 0 0 100 15
0.1 0 0 100 None
0 0.7 0 100 1
0 0.6 0 100 2
0 0.4 0 100 5
0 0.3 0 100 9
0 0.1 0 100 None
0 0 1 100 1
0 0 0.4 100 4
0 0 0.2 100 None

0.4 0.4 0.4 100 1
0.4 0.1 0.2 100 7
0.4 0.2 0.1 100 10
0.4 0.1 0.1 100 12
0.2 0.1 0.4 100 3
0.2 0.4 0.2 100 6
0.2 0.2 0.2 100 7
0.2 0.2 0.1 100 9
0.1 0.2 0.4 100 2
0.1 0.1 0.4 100 3
0.1 0.4 0.2 100 6
0.1 0.1 0.1 100 None

0.2 0.2 0.2 200 1
0.2 0.2 0.2 150 4
0.2 0.2 0.2 120 5
0.2 0.2 0.2 100 7
0.2 0.2 0.2 80 13
0.2 0.2 0.2 40 None

On the other hand, when we fix the drug toxic elimination
rates ηL, ηG, ηE and change the constraint thresholds of the
cumulative drug toxicity x3 < θ, where θ is the maximal
longanimous toxicity of drug. For some drugs, if their θ are
large, which indicates that if the toxicity of these drugs is
not too strong in the body, the best efficient drug policy
should be the continuous drug policy or repeated drug pol-
icy with short repetend; On the contrary, if their θ is small,
which indicates that the cumulative toxicity of these drugs
is strong to the body, so the best efficient drug policy should
be the repeated drug policy with long repetend to eliminate
the drug toxicity by the clearance. This principle can also be
simulated by our new model with the logistic toxicity clear-

ance. Moreover, the number of the local optimal solutions
varies as the parameters changes.

As shown in the second part of Table 4, when we set the
constraint threshold of the cumulative drug toxicity ηL =
ηG = ηE = 0.2, if θ = 200, the model has only one optimal
solution (continuous drug policy). For this case, the drug
toxicity is low and the constraint of the cumulative drug
toxicity is loosened, the continuous policy is the most effi-
cient drug scheduling policy in the clinical treatment. If θ
is decreased to 150, the model has 4 optimal solutions and
the global optimum is to give drug every two days. If θ
is decreased to 120, the model has 5 optimal solutions and
the global optimum is the repeated drug policy (giving drug
every two days). If θ is decreased to 80, the model has 13
optimal solutions and the global optimum is to give drug
every three days. If θ is decreased to 40, the model has no
efficient solution. This means the drug concentration x2 of
the optimal drug policy which satisfies x3 < 40, is always
smaller than the threshold β = 10, below which the drug is
not efficient. So the tumor cells increase in the treatment
period and there is, in fact, no acceptable solution for this
case. Therefore, the drug with the constraint x3 < 40 can-
not be used effectively to treat cancer, because its toxicity
will be exceeded.

6.2 Discussion on the New Model
Cancer cells can be divided into proliferating or cycling

cells and nonproliferating or quiescent cells. The entire pro-
cess of cell division (the cell cycle) begins following mito-
sis and is conventionally divided into four phases: mitosis
(M) , first gap (G1), DNA synthetic phase (S) and sec-
ond gap (G2). According to the effect on the cell cycle,
anticancer drugs can be classified into non-phase-specific
and phase-specific drugs. For example, Alkylating agents,
Nitrosoureas, Anthracyclines, Dacarbazine (DTIC), Mito-
mycin C, Actinomycin D, Cisplatinum and Carboplatinum
are non-phase-specific anticancer drugs. They have been
shown to have activity against cells at all phases of the cell
cycle. Vinca alkaloids, hydroxyurea, Cytosine arabinoside,
Methotrexate, 6-Mercaptopurine, 6-Thioguanine, Procarbazine,
VM-26 and VP16-213 are phase-specific anticancer drugs.
They act on a specific phase of cycling cells.

For non-phase-specific anticancer drugs, our new models
can be directly used to simulate the drug administration
process because these models concern the cancer cells as
a whole population. For phase-specific anticancer drugs,
other kinds of cancer chemotherapy models [9] [11] [14] can
be used as they divide the tumor cells into different phase-
subpopulations. However, the proportions of different phase-
subpopulations in the tumor are difficult to evaluate in the
clinical treatment.

In our current study, the data used to solve the prob-
lems numerically are mainly synthetic. This means that
the data and the parameters were artificially chosen to rep-
resent generic and typical treatments of a solid tumor by
an anticancer drug, as opposed to data based upon clinical
measurements.

Our last author, who is an oncologist, has completed a
randomized phase II study comparing the combination of
gemcitabine and cisplatin with gemcitabine and etoposide.
All data related to drug administration, dosage, tumor re-
sponse and toxicity are prospectively collected. In our future
work, we will select data from real clinical trials and adjust

1711



the equations, coefficients and constraints of our new models
to simulate the pharmacokinetics, pharmacodynamics and
toxicity of the anticancer drugs accordingly.

7. CONCLUSION AND FUTURE WORK
In this paper, new optimal control models of drug schedul-

ing in cancer chemotherapy were proposed and an adaptive
elitist-population based genetic algorithm (AEGA) was ap-
plied to solve above models. Through incorporating a tox-
icity clearance term into Martin’s drug scheduling model,
the previous modified model takes into account the body’s
ability of recovering from the effect of the drug and match
well with the clinical treatment experience. As different
drugs have different toxicity clearance processes, in this pa-
per, we further proposed two new drug scheduling models
with different toxicity clearance according to the kinetics of
the enzyme-catalyzed chemical reactions. They are logistic
and Gompertz drug toxicity clearance functions, which give
the fit for the phenomenon of saturation with substrate in
enzymatic reactions. For exploring multiple efficient drug
scheduling policies, we use a multimodal algorithm AEGA
to solve the new models, and discuss the situation of mul-
tiple optimal solutions under different parameter settings.
The simulation results obtained by the new models match
well with the clinical treatment experience, and can provide
much more drug scheduling policies for the doctor to choose
depending on the individual conditions of the patients.

In our future work, first we will use data from real clinical
trials on single drugs, adjust the coefficients of our new mod-
els and simulate the pharmacokinetics, pharmacodynamics
and toxicity of the drug. Then we will focus on the modeling
multi-drug chemotherapy, which aims to predict drug com-
binations, doses, and schedules to effectively reduce tumor
cells and prolong patient life. Computational models may
become important tools to help optimize and predict cancer
treatments.
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