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ABSTRACT
This paper describes and analyzes sporadic model building,
which can be used to enhance the efficiency of the hierar-
chical Bayesian optimization algorithm (hBOA) and other
advanced estimation of distribution algorithms (EDAs) that
use complex multivariate probabilistic models. With spo-
radic model building, the structure of the probabilistic
model is updated once every few iterations (generations),
whereas in the remaining iterations only model parameters
(conditional and marginal probabilities) are updated. Since
the time complexity of updating model parameters is much
lower than the time complexity of learning the model struc-
ture, sporadic model building decreases the overall time
complexity of model building. The paper shows that for
boundedly difficult nearly decomposable and hierarchical
optimization problems, sporadic model building leads to a
significant model-building speedup that decreases the asymp-
totic time complexity of model building in hBOA by a fac-
tor of Θ(n0.26) to Θ(n0.5), where n is the problem size. On
the other hand, sporadic model building also increases the
number of evaluations until convergence; nonetheless, the
evaluation slowdown is insignificant compared to the gains
in the asymptotic complexity of model building.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search;
I.2.6 [Artificial Intelligence]: Learning;
G.1.6 [Numerical Analysis]: Optimization

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
GECCO’06, July 8–12, 2006, Seattle, Washington, USA.
Copyright 2006 ACM 1-59593-186-4/06/0007 ...$5.00.

General Terms
Algorithms

Keywords
Bayesian optimization algorithm, hierarchical BOA, estima-
tion of distribution algorithms, efficiency enhancement, spo-
radic model building.

1. INTRODUCTION
The hierarchical Bayesian optimization algorithm

(hBOA) [19, 20, 18] replaces standard variation operators
of genetic and evolutionary algorithms [10, 5, 24, 12] by
building a Bayesian network for selected solutions and
sampling the built network to generate new candidate
solutions. Additionally, hBOA uses restricted tournament
replacement [8] to effectively maintain diversity and pre-
serve alternative partial solutions. It was theoretically and
empirically shown that hBOA can solve nearly decompos-
able and hierarchical optimization problems in a quadratic
number of evaluations or faster [18, 23]. However, quadratic
or subquadratic performance may be still insufficient for
problems with thousands of decision variables or high-order
interactions. Consequently, efficiency enhancement tech-
niques [6, 25, 27, 18] may have to be incorporated into
hBOA to make this algorithm practical even for extremely
large and complex problems.

A number of efficiency enhancement techniques can be
incorporated into hBOA and other genetic and evolution-
ary algorithms [6, 27, 1, 28, 29, 18]. This paper discusses
sporadic model building, which can significantly speed up
model building in hBOA and other advanced estimation of
distribution algorithms (EDAs) that use complex multivari-
ate probabilistic models. Specifically, with sporadic model
building, hBOA updates the structure of the Bayesian net-
work used to sample new solutions once every few itera-
tions (generations); in the remaining iterations, the struc-
ture from the previous iteration is used and only the parame-
ters of the network (conditional and marginal probabilities)
are updated based on the selected solutions. Since learn-
ing the structure is the most expensive component of model
building, sporadic model building should lead to a significant
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speedup of model building. This paper describes and ana-
lyzes sporadic model building in hBOA. The results indicate
that sporadic model building leads to a significant speedup
of model building that decreases the asymptotic complexity
of model building in hBOA.

The paper starts by describing hBOA and discussing its
time complexity in Section 2. Section 3 presents sporadic
model building and discusses its effects on the time complex-
ity of hBOA. Section 4 presents and discusses experimental
results. Section 5 discusses future work in this area. Finally,
Section 6 summarizes and concludes the paper.

2. HIERARCHICAL BAYESIAN
OPTIMIZATION ALGORITHM (HBOA)

Estimation of distribution algorithms (EDAs) [14, 22,
13] evolve a population of candidate solutions to the given
problem by building and sampling a probabilistic model of
promising solutions. The hierarchical Bayesian optimization
algorithm (hBOA) [19, 20, 18] is an EDA that uses Bayesian
networks to represent the probabilistic model and incorpo-
rates restricted tournament replacement for effective diver-
sity maintenance. This section outlines hBOA and discusses
time complexity of the methods for learning and sampling
Bayesian networks used to guide exploration of the search
space in hBOA.

2.1 Basic hBOA Procedure
hBOA evolves a population of candidate solutions rep-

resented by fixed-length strings over a finite alphabet (for
example, binary strings). The initial population is generated
at random according to a uniform distribution over the set
of all potential solutions. Each iteration (generation) starts
by selecting promising solutions from the current population
using any standard selection method of genetic and evolu-
tionary algorithms. In this paper we use binary tournament
selection without replacement.

After selecting the promising solutions, hBOA builds a
Bayesian network [11, 16] with local structures as a model
for these solutions. New solutions are generated by sampling
the built network. The new solutions are then incorporated
into the original population using restricted tournament re-
placement (RTR) [8], which ensures effective diversity main-
tenance. RTR with window size w > 1 incorporates each
new candidate solution X into the original population us-
ing the following three steps: (1) Randomly select a subset
W of w candidate solutions from the original population.
(2) Let Y be a solution from W that is most similar to X
(based on genotypic distance). (3) Replace Y with X if X
is better; otherwise, discard X. A robust rule of thumb is
to set w = min{n, N/20}, where n is the number of decision
variables in the problem and N is the population size [18].

The next iteration is executed unless some predefined ter-
mination criteria are met. For example, the run can be
terminated when the maximum number of generations is
reached or the entire population consists of copies of the
same candidate solution. For more details about the basic
hBOA procedure, see [19] or [18].

It is beyond the scope of this paper to provide a detailed
description of hBOA variation, which consists of learning
and sampling Bayesian networks with decision trees; for
more information, please see [3], [9], and [18]. Nonetheless,
before discussing sporadic model building, it is important

to understand the time complexity of the different compo-
nents of hBOA variation and that is why the remainder of
this section discusses the time complexity of learning and
sampling Bayesian networks with decision trees.

2.2 Time Complexity of Learning and
Sampling Bayesian Networks

Learning a Bayesian network with local structures consists
of two steps [9]: (1) learn the structure, and (2) learn the
parameters (conditional probabilities).

Assuming that the problem is decomposable into subprob-
lems of order k, the time complexity of learning the structure
of a BN with decision trees can be bounded by O(kn2N) [18].
Under the same assumptions, the conditional probabilities
can be computed in O(knN) time steps. Thus, the asymp-
totic time complexity of learning the network parameters is
much lower than the asymptotic time complexity of learning
the network structure.

Assuming an order-k decomposable problem, sampling
one candidate solution from a given BN can be done in
O(kn) steps. Consequently, the asymptotic complexity of
sampling a population of N candidate solutions can be
bounded by O(knN).

Therefore, the asymptotic time complexity of building the
network structure dominates the overall complexity of the
variation operator that consists of building and sampling a
BN. Similar behavior can be observed in other EDAs that
use complex probabilistic models, for example, in the ex-
tended compact genetic algorithm (ECGA) [7, 26]. The fol-
lowing section describes sporadic model building, which can
be used to speedup hBOA and other advanced EDAs.

3. SPORADIC MODEL BUILDING (SMB)
The above section indicated that building the network

structure is the most expensive part of hBOA variation.
Consequently, for large problems, building the network
structure may become a bottleneck. To speed up the
structure-building procedure, one can exploit the fact that
although the model structure does not remain the same
throughout the run, the structures in consequent iterations
of hBOA are usually very similar. Sporadic model building
(SMB) exploits this behavior by building the structure once
every few iterations, while in the remaining iterations only
the parameters are updated for the structure used in the
previous iteration.

The remainder of this section discusses a simple sched-
ule that can be used to control SMB; next, it discusses the
effects of SMB on the time complexity of hBOA.

3.1 Simple Periodic Schedule to Control SMB
One of the most important factors that influences the ef-

fectiveness of SMB is the schedule that determines when to
build the structure and when to only update the parameters
for the previous structure. This paper investigates a sim-
ple approach that uses a parameter tsb called the structure-
building period, which denotes the period with which the
structure is updated. For example, tsb = 1 denotes the
scenario in which the structure is built in every iteration,
whereas tsb = 2 denotes the scenario in which the struc-
ture is built only in every other iteration. Of course, other
types of schedules can be used; nonetheless, this paper ar-
gues that even a simple schedule based on a fixed period
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yields asymptotic speedups of model building in hBOA and
similar results can be expected in other advanced EDAs.

3.2 Effects of SMB on BOA Time Complexity
There are two potential effects of using SMB in BOA:

speedup of model building and slowdown of evaluation:

1. Speedup of model building. Since with SMB, the most
expensive part of the model building procedure is run
only each tsbth iteration, increasing tsb should lead to a
speedup of model building. Ideally, the speedup of build-
ing the model structure would be linearly proportional to
tsb; nonetheless, SMB may lead to an increase of the pop-
ulation size and the number of iterations and, as a result,
with SMB each model building step may become more
computationally expensive than without SMB. Further-
more, the actual speedup for a fixed problem size must
be upper bounded by the expected number of iterations
until convergence (the structure must be learned at least
once).

Since the number of iterations should be bounded by
O(n) where n is the number of bits [15, 31], the speedup
of model building is expected to be bounded by O(n).
Another way to estimate an upper bound of the expected
speedup is to argue that the asymptotic complexities of
building the structure and learning the parameters differ
by a factor of Θ(n) and no matter whether the structure
is built or not, the parameters must be updated in each
iteration.

2. Slowdown of evaluation. SMB may lead to a decreased
accuracy of the probabilistic models used to sample new
candidate solutions. As a result, the population size N for
building a sufficiently accurate model may increase with
tsb. Additionally, because of a less frequent adaptation of
the model structure to the current population of promis-
ing solutions, SMB may slow down the convergence and
the total number G of iterations may be expected to in-
crease with tsb.

Consequently, an increase in the overall time spent in the
evaluation of candidate solutions can be expected as a
result of the increase of N and G, because the time spent
in evaluation is linearly proportional to the number E of
evaluations, where E = N × G.

It can be expected that for each particular problem, there
exists an optimal value of tsb, which leads to the maximum
overall speedup of hBOA on this problem. Nonetheless, to
make our results independent of the time complexity of the
evaluation function, which changes from problem to prob-
lem, we studied the above two effects in separation. The fol-
lowing section provides empirical results that approximate
the two effects for several nearly decomposable and hierar-
chical problems.

4. EXPERIMENTS
This section presents experimental results. First, test

problems are described and the experimental methodology
is discussed. Next, the results are presented and discussed.

4.1 Test Problems
This section describes test problems used to test sporadic

model building in hBOA. All test problems are nearly de-

composable or hierarchical and assume that candidate so-
lutions are represented by n-bit binary strings. Three test
problems were used: (1) dec-3, (2) trap-5, and (3) hTrap:

1. Dec-3: Concatenated 3-bit deceptive function. In dec-
3 [4], the input string is first partitioned into independent
groups of 3 bits each. This partitioning is unknown to
the algorithm and it does not change during the run.
A 3-bit deceptive function is applied to each group of 3
bits and the contributions of all deceptive functions are
added together to form the fitness. Each 3-bit deceptive
function is defined as follows:

dec(u) =

8>><
>>:

1 if u = 3
0 if u = 2
0.8 if u = 1
0.9 if u = 0

, (1)

where u is the number of 1s in the input string of 3 bits.
The task is to maximize the function. An n-bit dec-3
function has one global optimum in the string of all 1s
and (2n/3 − 1) other local optima. To solve dec-3, it is
necessary to consider interactions among the positions in
each partition because when each bit is considered in-
dependently, the optimization is misled away from the
optimum [30, 2, 21].

2. Trap-5: Concatenated 5-bit trap. Trap-5 is defined ana-
logically to dec-3, but instead of 3-bit groups, 5-bit groups
are considered. The contribution of each group of 5 bits
is computed as

trap5(u) =

j
5 if u = 5
4 − u otherwise

, (2)

where u is the number of 1s in the input string of 5 bits.
The task is to maximize the function. An n-bit trap5
function has one global optimum in the string of all 1s
and (2n/5−1) other local optima. Traps of order 5 also ne-
cessitate that all bits in each group are treated together,
because statistics of lower order are misleading.

3. hTrap: Hierarchical Trap. Dec-3 and trap-5 problems
can be decomposed into separable subproblems of a fixed
order. Nonetheless, hBOA can also solve problems that
cannot be decomposed into subproblems of bounded or-
der on a single level, but that must be solved hierar-
chically by building the solution from low-order building
blocks over a number of levels of difficulty.

Hierarchical traps (hTraps) [18] constitute a class hier-
archical problems that cannot be efficiently solved using
a single-level decomposition. Hierarchical traps are cre-
ated by combining trap functions of order 3 over multiple
levels of difficulty. For hTraps, the string length should
be an integer power of 3, that is, n = 3l. On the low-
est level, groups of 3 bits contribute to the overall fitness
using generalized 3-bit traps defined as follows:

trap3(u) =

j
fhigh if u = 3

flow − u flow
2

otherwise
, (3)

where fhigh = 1 and flow = 1 + 0.1/l.

Each group of 3 bits corresponding to one of the traps is
then mapped to a single symbol on the next level; a 000
is mapped to a 0, a 111 is mapped to a 1, and everything
else is mapped to the null symbol ’-’. The bits on the
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next level again contribute to the overall fitness using 3-
bit traps defined above, and the groups are mapped to
an even higher level. This continues until the top level
is evaluated that contains 3 bits total. However, on the
top level, a trap with fhigh = 1 and flow = 0.9 is applied.
Any group of bits containing the null symbol does not
contribute to the overall fitness. To make the overall
contribution of each level of the same magnitude, the
contributions of traps on ith level from the bottom are
multiplied by 3i.

The task is to maximize the function. hTraps have many
local optima, but only one global optimum in the string
of all ones. Nonetheless, any single-level decomposition
into subproblems of bounded order will lead away from
the global optimum. That is why hTraps necessitate an
optimizer that can build solutions hierarchically by jux-
taposing good partial solutions over multiple levels of dif-
ficulty until the global optimum if found.

For more details on hierarchical traps and solving hier-
archical optimization problems, please see [17]. Other
hierarchical problems can be found in [32].

4.2 Experimental Methodology
To analyze scalability of SMB, for each problem, we per-

formed experiments for a range of problem sizes (n = 30 to
210 with step 15 for dec-3 and trap-5; n = 9, 27, 81, and 243
for hTrap). For each problem and problem size, hBOA with
SMB was tested for tsb from 1 to 20 with step 1. For each
problem, problem size, and value of tsb, a minimum pop-
ulation size required to find the global optimum in 10 out
of 10 independent runs was determined using the bisection
method [18]. To reduce noise, for each setting, 10 bisection
runs were performed. Therefore, for each problem, problem
size, and value of tsb, 100 successful independent runs were
done. Each run was terminated either when the global opti-
mum was found or when hBOA completed a large number of
generations and it was unlikely that the algorithm would find
the optimum in a reasonable time (the maximum number of
iterations was estimated from preliminary experiments).

Binary tournament selection without replacement was
used in all experiments and the window size in RTR was
w = min{n, N/20} where n is the problem size and N is
the population size. BDe metric with a penalty for complex
networks as described in [18] was used in all experiments to
measure quality of Bayesian networks with decision trees.

4.3 Results
The experimental results were processed to obtain the fol-

lowing quantities:

1. Speedup of structure building for each problem, problem
size, and structure-building period. The speedup is av-
eraged over the 100 independent runs for each particu-
lar setting. To compute the speedup of model building,
all factors have been incorporated into the theoretical
model for computational complexity of hBOA, including
the effects of SMB on the population size and the num-
ber of iterations until convergence, which are both mea-
sured empirically. The resulting speedup thus represents
the actual speedup of the structure-building procedure of
hBOA.

2. Optimal speedup of structure building for each problem
and problem size. For each problem and problem size,

an optimal speedup is determined empirically by using
the value of tsb that maximizes the speedup of structure
building.

3. Evaluation slowdown for optimal speedup of structure
building. For each problem and problem size, the eval-
uation slowdown is determined for the best value of tsb,
which corresponds to the optimal speedup. The evalua-
tion slowdown is defined as the factor by which the num-
ber of evaluations increases compared to the case with no
SMB (that is, tsb = 1).

4. Scalability. Scalability with various values of tsb is evalu-
ated to investigate the effects of SMB on the scalability of
hBOA on decomposable problems. Specifically, scalabil-
ity with tsb = 1 and tsb = 10 is evaluated and compared.

Figure 1 shows the structure-building speedup and the
evaluation slowdown for dec-3, trap-5, and hTrap.

Figure 2 shows the optimal speedup of structure building
and the corresponding evaluation slowdown for dec-3, trap-
5, and hTrap.

Figure 3 shows the growth of the number of evaluations
with problem size on dec-3, trap-5 and hTrap for tsb = 1
(without SMB) and tsb = 10 (with SMB where the structure
is built in every 10th iteration).

4.4 Discussion of Results
The results presented in Figure 1 indicate that for all test

problems, the structure-building speedup grows with the
structure-building period tsb until it reaches a local maxi-
mum at the optimal value of tsb that maximizes the speedup;
the rate of speedup growth increases with problem size. Ad-
ditionally, these results indicate that the evaluation slow-
down becomes less significant as the problem size increases
and for larger problems, the evaluation slowdown remains
nearly constant for all values of tsb.

The results presented in Figure 2 indicate that the opti-
mum speedup grows with problem size and its polynomial
approximation grows as Θ(n0.26) to Θ(n0.65); that means
that the maximum speedup of structure building is expected
to grow with problem size and lead to a significant decrease
of asymptotic complexity of model building in hBOA. On
the other hand, the evaluation slowdown corresponding to
the best value of tsb is much less significant than the speedup
of model building. In fact, the evaluation slowdown cor-
responding to the optimal speedup of model building de-
creases with problem size for both decomposable problems
of bounded difficulty (dec-3 and trap-5), although it slowly
increases for the hierarchical problem (hTrap).

The results presented in Figure 3 indicate that SMB does
not negatively affect the polynomial growth of the number
of evaluations until convergence with problem size; specifi-
cally, they show that with a fixed structure-building period
tsb = 10, the number of evaluations appears to grow with
a polynomial of the same order as without SMB or even
better.

Therefore, the results lead to four important observations:

1. SMB leads to a significant decrease of the asymptotic
time complexity of model building given an appropri-
ate period tsb for rebuilding the structure.

2. The optimal speedup obtained with SMB grows with
problem size.
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3. The factor by which SMB increases the number of
evaluations is insignificant compared to the speedup
of model building and it decreases with problem size
for decomposable problems of bounded difficulty.

4. SMB does not lead to an increase of the asymptotic
complexity of hBOA with respect to the number of
evaluations until convergence.

5. FUTURE WORK
One of the most important topics for future work is to

design an adaptive schedule for SMB so that the frequency
of structure building can be automatically controlled based
on the problem at hand and the properties of the current
population. SMB should also be analyzed on challenging
real-world problems where the model building is indeed the
bottleneck; the results presented in this paper indicate that
SMB can be expected to be very effective. Theoretical and
empirical models should be derived to provide bounds on the
optimal value of the structure-building period for important
classes of problems.

6. SUMMARY AND CONCLUSIONS
This paper presented and analyzed an efficiency enhance-

ment technique called sporadic model building, which can
be used to speed up model building in BOA, hBOA and
other advanced EDAs that use complex multivariate proba-
bilistic models. In sporadic model building, the structure of
the probabilistic model is not updated in every iteration; in-
stead, in some iterations only the parameters of the previous
structure are updated with respect to the selected popula-
tion of promising solutions. Building the model structure
is the most computationally expensive part of hBOA vari-
ation and can become a computational bottleneck for large
and complex problems. That is why sporadic model build-
ing represents an important efficiency enhancement tech-
nique for BOA, hBOA, and other advanced EDAs. The
paper proposed a simple schedule for sporadic model build-
ing, where the updates of the model structure are done with
a fixed period tsb called the structure-building period. For
example, tsb = 1 denotes the scenario where the structure
is updated in every iteration, whereas tsb = 3 denotes the
scenario where the structure is updated in every third iter-
ation.

The experimental results presented in this paper lead to
three important observations regarding the use of sporadic
model building for solving nearly decomposable and hierar-
chical problems by hBOA:

1. Sporadic model building leads to significant improve-
ments of asymptotic time complexity of hBOA model
building and the optimal speedup of model building
grows with problem size (here the optimal speedup can
be approximated as Θ(n0.26) to Θ(n0.65) depending on
the problem). The speedup of hBOA variation is up-
per bounded by Θ(n) because of parameter updates
and sampling.

2. Sporadic model building leads to an increase in the
number of evaluations until convergence but the factor
by which sporadic model building increases the over-
all number of evaluations is insignificant and it de-
creases with problem size for decomposable problems
of bounded difficulty.

3. Sporadic model building does not lead to an increase
of the asymptotic complexity of hBOA with respect to
the number of evaluations until convergence and the
number of evaluations with a fixed value of tsb remains
a low-order polynomial for nearly decomposable and
hierarchical problems.
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(a) Speedup of structure building for dec-3.
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(b) Slowdown of evaluation for dec-3.
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(c) Speedup of structure building for trap-5.
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(d) Slowdown of evaluation for trap-5.
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(e) Speedup of structure building for hTrap.
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(f) Slowdown of evaluation for hTrap.

Figure 1: The speedup of structure building and the slowdown of evaluation for dec-3, trap-5 and hTrap.
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Figure 2: The optimal speedup of structure building and the corresponding evaluation slowdown for dec-3,
trap-5, and hTrap.
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Figure 3: The growth of the number of evaluations for dec-3, trap-5 and hTrap with tsb = 1 (build structure
always) and tsb = 10 (build structure in every 10th iteration).
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