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#### Abstract

To understand the working principles of randomized search heuristics like evolutionary algorithms they are analyzed on optimization problems whose structure is well-studied. The idea is to investigate when it is possible to simulate clever optimization techniques for combinatorial optimization problems by random search. The maximum matching problem is well suited for this approach since long augmenting paths do not allow immediate improvements by local changes. It is known that randomized search heuristics like simulated annealing, the Metropolis algorithm, the $(1+1)$ EA and randomized local search efficiently approximate maximum matchings for any graph; however, there are graphs where they fail to find maximum matchings in polynomial time. In this paper, we examine randomized local search (RLS) for graphs whose structure is simple. We show that RLS finds maximum matchings on trees in expected polynomial time.
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## 1. INTRODUCTION

To understand how randomized search heuristics (RSHs) work we analyze their runtime. In general, we are interested in the question for what problems simple RSHs including the Metropolis algorithm (MA), simulated annealing (SA), the $(1+1)$ EA, and randomized local search (RLS) are suitable. One approach is to analyze RSHs for optimization problems whose structure is well-known. When a certain problem turns out to be too difficult for a specific RSH, we ask for what instances of the problem the RSH is successful.

This approach to understand the working principles of RSHs was started for MA and SA for the problems graph bisection [8], clique [7], and also maximum matching [12, 11]. The question whether the right cooling schedule for SA is superior to all choices of a constant temperature in MA for a quite natural problem was answered in the affirmative [15]. The proof uses an instance of the combinatorial optimization problem minimum spanning tree. A number of combinatorial optimization problems have already been investigated in the field of evolutionary algorithms. Among them are sorting and single source shortest path [13], maximum matching [4], minimum spanning tree [10], and also the NP-hard problem partition [16].

The maximum matching problem is well-suited for our purpose. The problem is not trivial. Only theoretical insight has led to polynomial time combinatorial algorithms. Exact optimization is difficult for simple RSHs because small changes of a good solution do not produce better solutions in typical situations. However, even very simple RSHs find approximate solutions efficiently. But there are instances which require an exponential runtime for an optimal solution. Section 2 briefly summarizes known results regarding the maximum matching problem and RSHs. For a better understanding, we first introduce the matching problem and the heuristic RLS.

A matching $M$ is a subset of the edges of an undirected graph $G$ such that no edges of $M$ share a node. The maximum matching problem is to find a matching of maximal cardinality for a given graph $G$. Edges not belonging to $M$ are called free and nodes not belonging to an edge in $M$ are also called free. If $M$ is a matching, an $M$-augmenting path is a simple path in $G$ connecting two free nodes such that matching edges and free edges alternate along the path. Exchanging the state of matching edges and free edges on an augmenting path improves the matching by 1 edge. By Berge's theorem [1], every non-maximum matching has an augmenting path. Consequently, maximum matchings can


Figure 1: Flipping two bits may shorten or lengthen an augmenting path by two edges.
be constructed by iterated improvements using augmenting paths. However, searching for augmenting paths efficiently is not trivial. Efficient algorithms like the blossom algorithm [3] are clever and their correctness proofs are difficult. The best known algorithms [9,14] are quite complicated.

We work with a fitness function $f:\{0,1\}^{m} \rightarrow \mathbb{Z}$ for graphs with $m$ edges. A search point $s \in\{0,1\}^{m}$ is interpreted as the characteristic vector of the set of chosen edges. The idea is that the fitness equals the matching size so that the aim is to maximize $f$. Hence, $f$ equals the number of chosen edges $s_{1}+\cdots+s_{m}$ if $s$ describes a matching.

There are two options to handle non-matchings. One is to start the search with the empty set and never accept non-matchings. This approach is usually chosen for SA and MA. The option we choose here is to start the search with an arbitrary search point and to define a penalty for nonmatchings. The penalty directs the search towards matchings. Let $d(v, s)$ be the degree of a vertex $v$ with respect to the edges chosen by $s$. The penalty $p(v, s)$ assigned to each vertex $v$ equals $r \cdot \max \{0, d(v, s)-1\}$ for some fixed number $r \geq m+1$. Thus, all vertex penalties are 0 for matchings. Now, $f(s)$ equals the number of chosen edges minus the sum of all vertex penalties, i.e.,

$$
\begin{equation*}
f(s):=s_{1}+\cdots+s_{m}-\sum_{v} p(v, s) . \tag{*}
\end{equation*}
$$

The scaling factor $r \geq m+1$ ensures that the fitness of nonmatchings is strictly worse than the fitness of all matchings.

The optima of $f$ are maximum matchings and the local optima are maximal matchings. A maximal matching is a matching without augmenting paths of length 1 . Here, we call such an augmenting path, consisting of only one free edge, a selectable edge. If $s$ represents a matching without selectable edges, flipping only one bit of $s$ either produces a new search point representing a smaller matching or a search point representing a non-matching. Hence, randomized search heuristics with an elitist selection strategy need to flip at least two bits to overcome local optima. Indeed, it suffices to flip one or two bits in each step to reach a globally optimal solution. To see this, consider an augmenting path $P$ between free nodes $u$ and $v$ (Figure 1 top, dashed lines indicate free edges). If the first two edges or the last two edges of $P$ flip, $P$ shrinks by two edges. If this happens over and over again, $P$ finally consists of only one selectable edge $\left\{u^{\prime}, v^{\prime}\right\}$ (Figure 1 bottom). Now, flipping only the bit of $\left\{u^{\prime}, v^{\prime}\right\}$ improves the matching.

Motivated by these observations, we consider the following randomized local search strategy RLS.

1. Choose $s \in\{0,1\}^{m}$ according to some probability distribution.

## 2. Repeat:

Decide by a coin flip whether $s^{\prime}$ is to be produced by a 1 -bit flip or 2 -bit flip from $s$. Flip a uniformly chosen bit of $s$ or a uniformly chosen pair of bits accordingly.

$$
\text { If } f\left(s^{\prime}\right) \geq f\left(s_{t-1}\right) \text {, set } s:=s^{\prime}
$$

The aim is to analyze the number of fitness evaluations until RLS produces a search point $s$ such that $f(s)$ is maximal. This random number is called optimization time and we are interested in its expected value, the expected optimization time. We assume that the coin flip in the mutation step is fair; however, this is not essential. It is only required that the probabilities of both outcomes of the coin flip are $\Omega(1)$. Then, RLS is essentially the $(1+1)$ EA restricted to 1 and 2 -bit flips. Indeed, the probability that a certain bit or a certain pair of bits flip is $\Theta(1 / m)$ resp. $\Theta\left(1 / m^{2}\right)$ for both the $(1+1)$ EA and RLS. We believe that the results presented in this paper also apply to the $(1+1)$ EA but it is not obvious that the proofs can be adapted. For an experimental study see [2].

Next we summarize related results regarding the maximum matching problem and RSHs. Then we study the effect of 1- and 2-bit flips in Section 3, which provides some basic lemmas. In Section 4, we consider complete trees and obtain a time bound of $O\left(\mathrm{~m}^{7 / 2}\right)$ for RLS. For arbitrary trees, our bound of $O\left(D^{2} m^{4}\right)$ in Section 5 depends also on the diameter $D$ of the tree.

## 2. RELATED WORK

Sasaki and Hajek [12] show that simulated annealing (SA) and the Metropolis algorithm (MA) efficiently find approximations for maximum matchings. These randomized search heuristics find a $(1+\varepsilon)$-optimal solution (i.e., a matching such that maximum matchings are at most by a factor of $(1+\varepsilon)$ larger) in expected polynomial time where the degree of the polynomial depends on $\varepsilon>0$. We prove the same for the $(1+1)$ EA and RLS in [4]. The idea is that matchings which are at most $(1+\varepsilon)$-optimal include an augmenting path whose length is bounded by $2\lceil 1 / \varepsilon\rceil-1$ (compare [6]). The probability to flip the path's edges in the desired order is then large enough.

Remarkably, SA, MA, and the (1+1) EA utilize no knowledge about the maximum matching problem; RLS utilizes no knowledge except that 1- and 2-bit flips are sufficient. They are general search heuristics, i.e., they are not designed to optimize a particular class of fitness functions, and work in the black box scenario. This includes that access to the graph instance is limited to the fitness function, i.e., the graph is assumed to be hidden to the heuristics. He and Yao [5] come up with a similar approximation result for a population based EA; however, their EA needs to access the graph instance and the variation operators seem to be tailored to the maximum matching problem to some extent.

Although all mentioned heuristics can be viewed as polynomial time approximation schemes for the maximum matching problem, they may fail when it comes to exact optimization. Sasaki and Hajek [12] prove an exponential expected optimization time for MA and SA and a particular graph class when the search starts with the empty matching. Sasaki [11] proves with another technique that there exist starting points with an exponential expected optimization time for these graphs. In [4], we prove an exponential expected optimization time for RLS and the (1+1) EA for any starting point (except the optimum). In fact, it can
be shown that many starting points (including the empty matching) lead to an exponential optimization time even with an overwhelming probability. For these starting points, multi-start strategies of RLS and the $(1+1)$ EA will also be unsuccessful.

In spite of carefully chosen worst-case examples, we believe that simple randomized search heuristics including the $(1+1)$ EA and RLS are able to find maximum matchings for simple graphs efficiently. In [4], we present the first positive results on the optimization time of evolutionary algorithms for a class of graphs, namely path graphs. Path graphs are trees consisting of $m$ edges laid end to end such that the edges form a path of length $m$. For every starting point, the expected optimization time of the (1+1) EA and RLS is $O\left(m^{4}\right)$. One can also prove that some second-best matchings, i.e., matchings which are by one edge smaller than maximum matchings, are starting points with an expected optimization time of $\Omega\left(\mathrm{m}^{4}\right)$. Hence, the final optimization step from second-best to maximum matchings is essential.

Our intuition is that simple randomized search heuristics are successful if the number of potential augmenting paths is polynomially bounded in most situations during the optimization process. In a tree with $n$ nodes and $m=$ $n-1$ edges, there is one and only one (simple) path between any two nodes. Hence, there are at most $\binom{n}{2}=O\left(m^{2}\right)$ potential augmenting paths at any time.

## 3. PRELIMINARIES

First we show that RLS finds some matching quickly.
Lemma 1. For any initial search point and any graph, RLS finds a matching in an expected time of $O(m \log m)$.

Proof. Let $p=r \cdot k$ be the sum of the vertex penalties for the search point $s$ (see equation $(*)$ in Section 1). As $r \geq m+1$, the fitness function rewards any decrease of $p$ and penalizes any increase of $p$. The sum of all vertex degrees is $2 m$. Hence, $k$ is less than $2 m$ and there are at least $\lceil k / 2\rceil \leq$ $m$ edges chosen by $s$ whose elimination decreases $k$. The probability of a specific 1-bit flip equals $\Theta(1 / m)$. Hence, the expected waiting time to decrease $k$ is bounded by $O(m / k)$. Summing up for $1 \leq k<2 m$ yields the claim.

In the analyses, we distinguish situations with and without selectable edges. The next lemma considers a situation with a selectable edge and states that the next step changing the situation will likely improve the matching.

Lemma 2. Given an arbitrary tree and a matching with at least one selectable edge. In expected time $O(m), R L S$ has improved the matching or there is no selectable edge but an augmenting path of length 3. The matching is improved with a probability of at least $1 / 2$.

Proof. We prove the lemma by proving the following two claims for all search points describing matchings with a selectable edge: In the next step,

- the probability of improving the matching is at least $1 /(2 m)$, and
- the probability of destroying all selectable edges without improving the matching is at most $1 /(2 m)$.

The first claim is obvious since $1 /(2 m)$ is the probability of flipping exactly a specified selectable edge. Now we


Figure 2: (a) In an accepted step, a free edge $e$ incident upon a free node $u$ and a matching edge $e^{\prime}$ adjacent to $e$ flip. (b) The augmenting path $P$ and its neighborhood. The figure only shows $P$ and nodes and edges adjacent to $P$.
prove the second claim. A step flipping only matching edges is not accepted. A step flipping only free edges is not accepted or it improves the matching. Hence, we only have to consider mixed 2-bit flips choosing a free edge $e$ and a matching edge $e^{\prime}$. Since $e^{\prime}$ must not become selectable, $e$ has to be adjacent to $e^{\prime}$ implying that $e$ is not selectable. To destroy a given selectable edge $e^{*}, e$ must also be adjacent to $e^{*}$. In summary, the free edge $e$ is adjacent to the selectable edge $e^{*}$ at its free endpoint, and at the other endpoint, $e$ is adjacent to the matching edge $e^{\prime}$. This shows that an augmenting path of length 3 is created if $e$ and $e^{\prime}$ flip. By the matching property, the choice of $e$ determines $e^{\prime}$, and, in a tree, $e^{\prime}$ determines $e$ between $e^{\prime}$ and the given edge $e^{*}$. Hence, the possible pairs $\left\{e, e^{\prime}\right\}$ are pairwise disjoint implying that their number is bounded above by $(m-1) / 2$. The probability to flip any of these pairs is at most $((m-1) / 2) \cdot(1 / 2) \cdot\binom{m}{2}^{-1}=1 /(2 m)$.

Hence, on average, we have to create a selectable edge at most twice before the matching is improved. To bound the expected time to improve the matching it now suffices to bound the expected time to create a selectable edge. To this end, we study a situation without selectable edges and pick an augmenting path. The aim is to bound the time until the selected path finally consists of only one selectable edge. First, we consider only one step, i.e., one iteration of the loop of RLS. Obviously, 1-bit flips will not be accepted. The next lemma describes the effect of 2-bit flips on an augmenting path and claims that it is not too unlikely that the path gets shorter.

Lemma 3. Let $P=\left(x_{0}, x_{1}, \ldots, x_{\ell}\right)$ be an augmenting path in a tree with respect to a matching without a selectable edge. An accepted mutation step of $R L S$ preserves the current matching size and either

- leaves $P$ unchanged,
- lengthens P by two edges at one end, or
- shortens $P$ by a multiple of two edges at one end.

If $P$ is changed, the probability that $P$ shrinks is at least $2 /\left(\operatorname{deg}\left(x_{0}\right)+\operatorname{deg}\left(x_{\ell}\right)\right)$.

Proof. Because no edge is selectable, augmenting paths have at least three edges. Hence, only steps preserving the matching size are accepted. This implies that only 2 -bit flips choosing a free edge $e$ and a matching edge $e^{\prime}$ are accepted. Since $e$ is free but not selectable, we obtain a new matching only if $e^{\prime}$ is adjacent to $e$, i.e., $e=\{u, v\}$ and $e^{\prime}=\{v, w\}$, and $u$ is free (see Figure 2(a)).

We investigate accepted steps changing $P$. There are four possibilities for the free edge $e=\{u, v\}$ (see Figure 2(b)):

- $e$ is an "outer" edge of $P$, namely, $e=\left\{x_{0}, x_{1}\right\}$ or $e=\left\{x_{\ell-1}, x_{\ell}\right\}$,
- $e$ is an "inner" edge of $P$,
- $e$ does not belong to $P$ but its free endpoint $u$ does,
- neither $e$ nor its free endpoint $u$ belong to $P$.

In the first case, $e^{\prime}$ is adjacent to $e$ and lies on $P$. Flipping $e$ and $e^{\prime}$ shortens $P$ by two edges. The second case is impossible because no endpoint of $e$ would be free. In the third case, either $u=x_{0}$ or $u=x_{\ell}$. Flipping $e$ and $e^{\prime}$ lengthens $P$. Since $w$ becomes a free node, the length increases by exactly 2 . In the last case, $P$ is only changed if the matching edge $e^{\prime}$ connects two inner nodes of $P$. (To see this, observe that each edge incident upon a node of $P$ is either free or it is a matching edge belonging to $P$.) The node $w$ is then an inner node of $P$ and becomes a free node. Either $\left(x_{0}, \ldots, w\right)$ or $\left(w, \ldots, x_{\ell}\right)$ becomes an augmenting path. Since every augmenting path has odd length, the new path is by an even number of edges shorter than the old path $P$.

We have seen that the length of $P$ can only increase if $u=x_{0}$ or $u=x_{\ell}$. In such a step, the flipping free edge $e$ incident upon $x_{0}$ or $x_{\ell}$ determines which matching edge can flip. Therefore, there are at most $\operatorname{deg}\left(x_{0}\right)+\operatorname{deg}\left(x_{\ell}\right)-2$ 2-bit flips increasing the length of $P$ and at least 22 -bit flips decreasing the length of $P$. This proves the claimed probability.

In many situations, we will consider the number $R$ of relevant steps rather than the total number of steps $T$. The definition of a relevant step will depend on the situation. If an expected number of $E(R)$ relevant steps is necessary to reach some target and in any situation the next step is relevant with a probability of at least $p$ then the expected total number of steps $E(T)$ is at most $p^{-1} \cdot E(R)$.

## 4. COMPLETE $\boldsymbol{k}$-ARY TREES

We investigate complete $k$-ary trees, i.e., rooted trees where inner nodes have $k$ successors and all leaves have the same distance to the root. (Paths graphs can be considered as complete unary trees where $k=1$.) For $k \geq 2$, the diameter $D$ of path graphs is $\Theta\left(\log _{k} m\right)$ and at $\operatorname{most} \log _{k} m$.

Considering path graphs and 2-bit flip again, there is one possibility to shorten an augmenting path at each end point and one possibility to lengthen it at each end point in a typical situation (see Figure 1 top). Thus, the probabilities of lengthening and shortening the path are the same; they describe a fair game. The game gets unfair for $k$-ary trees and $k \geq 2$. There are $k$ possibilities to lengthen an augmenting path if the end point is an inner node. Still there is only one possibility to shorten it. On the one hand, 2-bit flips relevant to a specific augmenting path now tend to lengthen the path. One might expect that this leads to a larger optimization time. On the other hand, the length of all paths is now bounded logarithmically. The next lemma bounds the length of the shortest augmenting path with respect to a matching $M$. This gives rise to an upper bound which is in fact smaller than the lower bound for path graphs.

Lemma 4. Given a complete $k$-ary tree with $m$ edges and $k \geq 2$. If $M^{*}$ is a maximum matching and $M$ a matching with $m^{*} \geq 1$ edges less than $M^{*}$, there is an $M$-augmenting path whose length is strictly less than $L:=2 \log _{k}\left(2 m / m^{*}\right)$.


Figure 3: The Markov chain $M$ in Lemma 5.

Proof. The nodes of the tree in distance $h$ from the root belong to level $h$. Let $d$ denote the depth of the tree implying $d \leq \log _{k} m$. Considering the symmetric difference $M^{*} \oplus M$, we obtain a set of $m^{*}$ node-disjoint $M$-augmenting paths (see Theorem 1 in [6]). Let us assume that the length of a shortest augmenting path in the set is $\ell$. A simple path in a tree can contain at most two nodes from each level. This implies that each augmenting path in the set has an odd length of at least $\ell<2 d$ and contains at least one node on a level $d^{\prime} \leq d-\lceil\ell / 2\rceil$. Hence, $m^{*}$ is bounded above by the number of nodes on the levels $0, \ldots, d-\lceil\ell / 2\rceil$ implying that

$$
\begin{aligned}
m^{*} & \leq k^{0}+\cdots+k^{d-\lceil\ell / 2\rceil}=\frac{k^{d-\lceil\ell / 2\rceil+1}-1}{k-1} \\
& <\frac{k}{k-1} k^{d-\lceil\ell / 2\rceil} \leq 2 m k^{-\lceil\ell / 2\rceil}
\end{aligned}
$$

Solving for $\ell$ yields the proposed bound $\ell<L$.
The next lemma gives the hitting time of a random walk that is essential in all our analyses. The random walk is similar to the random walk describing the gambler's ruin problem but has a reflecting barrier.

Lemma 5. Given the homogeneous Markov chain M with state space $S=\{0, \ldots, \ell\}$, initial state $\ell \geq 2$, and positive transition probabilities $p(0,0)=1, p(1,0)=r, p(1,2)=s$, $p(i, i-1)=p$ for $i \in\{2, \ldots, \ell\}, p(i, i+1)=q$ for $i \in$ $\{2, \ldots, \ell-1\}, p(\ell, \ell)=q$, where $0<p, r<1, q=1-p$, and $s=1-r$ (see Figure 3). The expected time to reach state 0 for the first time starting in state $\ell$ is
$h_{\ell, 0}=\left\{\begin{array}{lr}\ell^{2}+\left(\frac{2}{r}-3\right) \ell-\frac{1}{r}+2 & \text { if } p=q=1 / 2, \\ \frac{1}{q-p}\left(\frac{\left(\frac{q}{p}\right)^{\ell}-1}{\frac{q}{p}-1}+\frac{s}{r}\left(\frac{q}{p}\right)^{\ell-1}-\ell-\frac{s}{r}\right)+\frac{1}{r} & \text { else. }\end{array}\right.$
In particular, for $p=q=r=s=1 / 2, h_{\ell, 0}=\ell^{2}+\ell$.
Proof. We claim that

$$
h_{1,0}=\frac{1}{p}+\frac{q}{p} h_{2,1}
$$

and, for $j \geq 2$,

$$
h_{j, j-1}= \begin{cases}2(\ell-j+1) & \text { if } p=q=1 / 2, \\ \frac{\left(\frac{q}{p}\right)^{\ell-j+1}-1}{q-p} & \text { if } p \neq q\end{cases}
$$

Summing up the terms $h_{j, j-1}$ for $j \in\{1, \ldots, \ell\}$ yields the lemma. By the law of total probability, $h_{1,0}=1+p \cdot 0+$ $q \cdot\left(h_{2,1}+h_{1,0}\right)$. This implies the first part of the claim. We prove the second part by induction on $j$. In accordance with the claim (for $p=q=1 / 2$ and for $p \neq q$ ), $h_{\ell, \ell-1}=1 / p$ since the transition $(\ell, \ell-1)$ is the only transition leaving state $\ell$ with positive probability $p$. For $\ell-1 \geq j \geq 2$, $h_{j, j-1}=1+p \cdot 0+q\left(h_{j+1, j}+h_{j, j-1}\right)$ implying that

$$
h_{j, j-1}=\frac{1}{p}\left(1+q \cdot h_{j+1, j}\right) .
$$

We apply the induction hypothesis and consider the cases $p=q=1 / 2$ and $p \neq q$ separately. In the first case, we obtain

$$
h_{j, j-1}=\frac{1}{p}(1+q(2(\ell-(j+1)+1)))=2(\ell-j+1)
$$

and in the second case,

$$
\begin{aligned}
h_{j, j-1} & =\frac{1}{p}\left(1+q \frac{\left(\frac{q}{p}\right)^{\ell-j}-1}{q-p}\right) \\
& =\frac{\frac{q}{p}-1}{p\left(\frac{q}{p}-1\right)}+\frac{\left(\frac{q}{p}\right)^{\ell-j+1}-\frac{q}{p}}{q-p}=\frac{\left(\frac{q}{p}\right)^{\ell-j+1}-1}{q-p} .
\end{aligned}
$$

This proves the claim and finishes the proof.
Now we are prepared to analyze RLS on totally balanced trees.

Theorem 1. For any choice of the first search point, the expected time until RLS finds a maximum matching on a complete $k$-ary tree, $k \geq 2$, is bounded by $O\left(m^{7 / 2}\right)$.

Proof. By Lemma 1, the expected time to find a matching is small enough. Afterwards, we estimate the expected number of relevant steps to improve the matching. In each step, we choose some shortest augmenting path $P$. Now, in a situation without selectable edges, a step is called relevant if it is accepted and changes $P$. In a situation with at least one selectable edge, any step improving the matching or destroying all selectable edges is relevant. The expected number of all steps is then only by a factor of $O\left(m^{2}\right)$ larger than the expected number of relevant steps because the probability of a relevant step is $\Omega\left(1 / m^{2}\right)$ in either situation.

Assume we can guarantee that there is always some augmenting path of length at most $\ell$. In situations with a selectable edge, we apply Lemma 2. In a step changing the situation, the probability to improve the matching is at least $r=1 / 2$, and the probability to create a path of length three is at most $1 / 2$. In situations without a selectable edge, we pessimistically replace shortenings of the considered path $P$ with shortenings by only two edges. By Lemma 3, this leads to a probability of at least $p=1 /(k+1)$ of shortening this path in relevant steps. We can now represent the current length $j$ of the path by the state $\lceil j / 2\rceil$ of the Markov chain in Lemma 5 with state space $\{0, \ldots,\lceil\ell / 2\rceil\}$. If we pessimistically start with a path of length $\ell$, the expected number of relevant steps until the matching is improved (state 0 is reached) is at most
$\frac{k+1}{k-1}\left(\frac{k^{\lceil\ell / 2\rceil}-1}{k-1}+k^{\lceil\ell / 2\rceil-1}-(\lceil\ell / 2\rceil+1)\right)+2=O\left(k^{\ell / 2}\right)$.
Until $m^{*} \leq 2 m^{1 / 2}$, Lemma 4 guarantees that there is some augmenting path $P$ of length at most $\ell<\log _{k} m$. This leads to an expected number of $O\left(\mathrm{~m}^{1 / 2}\right)$ relevant steps for an improvement. Since $\left|M^{*}\right| \leq m$, we apply this bound only $O(m)$ times implying that the expected number of relevant steps until $m^{*} \leq 2 m^{1 / 2}$ is $O\left(m^{3 / 2}\right)$. Afterwards, we use the bound $\ell \leq 2 \log _{k} m$ which is a trivial bound on the diameter $D$ of the tree. Then we obtain an upper bound of $O(m)$ on the number of relevant steps to improve the matching. Since we apply the last bound only $\left\lfloor 2 m^{1 / 2}\right\rfloor$ times, this leads to an additional expected number of $O\left(m^{3 / 2}\right)$ relevant steps. This proves the theorem as argued at the beginning of this proof.

## 5. GENERAL TREES

Path graphs have turned out to be the hardest $k$-ary trees for RLS. The upper bound of $O\left(m^{4}\right)$ for path graphs in [4] cannot be improved if the search starts with an arbitrary search point (see Section 2). Indeed, we conjecture that path graphs are the hardest trees and the best possible bound for RLS on trees is $O\left(m^{4}\right)$. Here, we prove a weaker upper bound of $O\left(D^{2} m^{4}\right)$ on the expected optimization time where $D$ denotes the diameter of the tree.

We investigate an arbitrary search point $s$ describing a non-maximum matching. We are interested in the expected time to obtain a search point describing a matching of the same size with a selectable edge. We choose an arbitrary augmenting path $P$ connecting $u$ and $v$. The endpoints $u$ and $v$ of $P$ move around. A step is called $u$-relevant, if the endpoint $u$ moves.

Lemma 6. Given a tree and a non-maximum matching without selectable edges. Let $u$ denote an endpoint of an arbitrary augmenting path. RLS creates a selectable edge in an expected number of $O\left(D^{2} m\right) u$-relevant steps.

The proposed bound on the expected optimization time for trees follows from Lemma 6 and our results in Section 3.

Theorem 2. For any choice of the first search point, the expected time until RLS finds a maximum matching in a tree is bounded by $O\left(D^{2} m^{4}\right)$.

Proof. The expected time to create a matching is small enough (Lemma 1). Once we have a matching, it takes an expected number of $O\left(D^{2} m\right) u$-relevant steps to produce a selectable edge (Lemma 6) and each step is $u$-relevant with a probability of $\Omega\left(1 / m^{2}\right)$. Hence, the expected number of steps to produce a selectable edge is $O\left(D^{2} m^{3}\right)$. When a selectable edge exists, a decision is made within an expected number of $O(m)$ steps: With a probability of at least $1 / 2$ the matching is improved (Lemma 2). Using Markov's inequality we obtain that some $O\left(D^{2} m^{3}\right)$ steps improve the matching with a probability of $\Omega(1)$; otherwise, we start over and wait for a new selectable edge. Hence, an expected number of $O\left(D^{2} m^{3}\right)$ steps improve the matching. For a maximum matching, $O(m)$ improvements are sufficient. This leads to the claimed $O\left(D^{2} m^{4}\right)$ bound.

It remains to prove Lemma 6. We focus on the distance between the endpoints $u$ and $v$. If this distance is only 1 , the edge $\{u, v\}$ is selectable but we may be lucky and produce a selectable edge somewhere else earlier. To obtain precise statements we fix some node $w$ as the root of the tree. For a fixed root $w, T(r)$ is the subtree rooted at node $r$ and $|T(r)|=O(m)$ is its number of nodes.

Claim 1. Assume there is no selectable edge, $r \neq w$ is the initial position of $u$, and $v \notin T(r)$. The expected number of $u$-relevant steps until one of the following three events happens is bounded by $|T(r)|$ : u leaves $T(r)$, v enters $T(r)$, a selectable edge is created.

Proof. It suffices to bound the number of $u$-relevant steps until the first event " $u$ leaves $T(r)$ " happens assuming that the other two events do not happen. The proof investigates the random walk of $u$ influenced by steps where an edge adjacent to $u$ flips. Other steps moving $u$ are only advantageous to us since $u$ moves closer to $r$ or leaves $T(r)$


Figure 4: The subtree $T(r)$. Initially, the endpoint $u$ is at the root of $T(r)$.
(see Lemma 3). The proof implicitly uses the argument that a large degree of $u$ implies that not many subtrees of $T(u)$ can be large. In the considered situation, the conditions of Lemma 3 hold and we may pessimistically assume that the path is never shortened by more than two edges in $u$-relevant steps. It is important to observe that $u$ can only visit nodes in $T(r)$ with an even distance to its initial position, the root $r$ of $T(r)$. The proof is by induction on $|T(r)|$. If $|T(r)|=1$, then $T(r)$ is a leaf and the expected number of $u$-relevant steps is at most 1 . Now, let $|T(r)|>1$ and let $s$ denote the degree of the root $r$. Let $T_{1}, \ldots, T_{t}$ denote those subtrees of $T(r)$ such that there are two edges between $r$ and the root of each $T_{i}$ (Figure 4). Whenever $u$ is at $r, r$ is connected to $s-1$ nodes $r_{1}, \ldots, r_{s-1}$ in $T(r)$ and to its parent by free edges. Each node $r_{j}$ may be adjacent to several roots of the subtrees $T_{1}, \ldots, T_{t}$, but each $r_{j}$ is connected to at most one of these roots by a matching edge. Hence, at most $s-1$ roots of subtrees $T_{i}$ are reachable for $u$. When $u$ leaves a subtree $T_{i}$, it can only return to $r$ or some node on the path outside $T(r)$. W.l.o. g. let $T_{1}, \ldots, T_{s-1}$ be $s-1$ largest subtrees in $\left\{T_{1}, \ldots, T_{t}\right\}$. For a subtree $T$ of $T(r)$ and $u$ starting at the root of $T$, let $E(T)$ denote the expected number of $u$-relevant steps until $u$ leaves $T$ (or a selectable edge is created). By the law of total probability,

$$
\begin{aligned}
E(T(r)) \leq \frac{1}{s} \cdot 1+\frac{1}{s}(1 & \left.+E\left(T_{1}\right)+E(T(r))\right)+\ldots \\
& +\frac{1}{s}\left(1+E\left(T_{s-1}\right)+E(T(r))\right)
\end{aligned}
$$

Solving for $E(T(r))$ and using the induction hypothesis yields $E(T(r)) \leq s+\left|T_{1}\right|+\cdots+\left|T_{s-1}\right|$. Because $T(r)$ includes all subtrees $\bar{T}_{i}$, the nodes $r_{1}, \ldots, r_{s-1}$, and $r$, the right-hand side of the last inequality is at most $|T(r)|$.

Claim 2. Assume there is no selectable edge, $r$ is the initial position of $u$, and $v \in T(r)$. The expected number of $u$-relevant steps until one of the following three events occurs is bounded by $O(|T(r)|)$ : u leaves $T(r)$ and $v$ remains in $T(r), u$ and $v$ are in the same proper subtree of $T(r), a$ selectable edge is created.

Proof. It is essential that the distance between $u$ and $r$ remains even. (Then the distance between $v$ and $r$ is odd.) In the following, $T_{u}$ and $T_{v}$ denote subtrees of $T(r)$ rooted by a node on the level below $r$. If $u$ is in a proper subtree of $T(r), T_{u}$ denotes the subtree of $T(r)$ currently containing $u$; analogously for $v$ (see Figure 5). First, we show that $v$ cannot leave $T(r)$ in the time we consider. If $u$ is at $r$, then $v$ cannot leave $T(r)$. If $u$ leaves $T(r)$, the second stopping criterion is fulfilled. If $u$ moves to a node in $T_{v}$ (Figure 5(a)),


Figure 5: The subtree $T(r)$. (a) A special situation and (b) the situation when $u$ has moved into a subtree of $T(r)$.
the second stopping criterion is fulfilled. The endpoint $v$ might only leave $T(r)$ if $u$ first moves to a subtree $T_{u} \neq T_{v}$ (Figure 5(b)). If this is the case, the path $P$ between $u$ and $v$ visits $r$. By Lemma 3, relevant steps can increase and decrease the length of $P$ only by a multiple of two edges at either end. Since $u$ initially had an even distance to $r$, namely $0, u$ keeps an even distance and $v$ keeps an odd distance to $r$. Now, if $v$ leaves its subtree $T_{v}$ in a shortening step, then $v$ moves to some node on the path $P$. Since $v$ cannot visit $r$ (odd distance), the new location of $v$ could only be in $T_{u}$ and the last stopping criterion would be fulfilled first. Hence, $v$ cannot leave $T(r)$ before one of the stopping criteria is fulfilled.

Now it is clear that we can upper bound the expected number of $u$-relevant steps until one of the stopping criteria is fulfilled by the expected number of $u$-relevant steps until one of the following events happens: Given that $v$ stays in its subtree $T_{v}$ either $u$ leaves $T(r)$ or $u$ moves into $T_{v}$. This can be done in the same way as in the proof of Claim 1. The only difference is that the terms for subtrees contained in $T_{v}$ can now be bounded by 0 . This can only decrease the upper bound $O(|T(r)|)$ on the expected number of $u$-relevant steps. Note that the case $r=w$ where $u$ cannot leave $T(r)$ is included.

In the following let $r$ be the node where the path from $u$ to the root $w$ of the tree and the path from $v$ to $w$ meet, i. e., $r$ is the root of the smallest subtree containing both $u$ and $v$. Let $d(r)$ be the depth of $r$, i. e., the distance between $r$ and the root $w$. We consider the random variable $d(r)$ with respect to time. A selectable edge is created if the distance between $u$ and $v$ equals 1 . This is certainly the case if $r$ is the root of a subtree with only two levels. This happens if $d(r) \geq D-1$. The idea is to prove that $d(r)$ tends to grow.

The situation depicted in Figure 5(a) is of particular interest in our analysis. There is no selectable edge, one endpoint of $P$ is located at the root $r$ of $T(r)$, and the other endpoint is contained in $T(r)$. We call this a special situation. W.l. o.g. the endpoint at $r$ is named $u$ and the other $v$.

Claim 3. In a special situation it is possible to define disjoint events $E_{1}, \ldots, E_{4}$ such that
$-E_{1}$ is the event that $d(r)$ decreases (and it can decrease
by at most 2).

- $E_{2}$ implies that d(r) increases by at least 2,
- $E_{3}$ implies that d(r) increases by at least 1, and
- $E_{4}$ is the event that a selectable edge is created.

The expected number of $u$-relevant steps for one of these events to happen is $O(m)$. The probability that $E_{1}$ happens first is less than or equal to the probability that $E_{2}$ happens first. When one of the events $E_{1}, \ldots, E_{3}$ has happened, the expected number of $u$-relevant steps until a special situation is reached again (or $E_{4}$ happens) is $O(m)$. In this time, $d(r)$ cannot decrease.

Proof. The initial situation is assumed to be a special situation. Hence, the path $P$ connecting $u$ and $v$ has a minium length of 3 edges and $T(r)$ includes at least 4 levels. We consider only situations without selectable edges. Otherwise, $E_{4}$ has happened and we can stop. Furthermore, $u$ (initially located at $r$ ) keeps an even distance to $r$ until a new special situation is reached.

By Claim 2, after an expected number of $O(m) u$-relevant steps, both endpoints are in the same proper subtree of $T(r)$, or $u$ has left $T(r)$. First assume that $v$ finishes such a phase, i. e., $v$ leaves $T_{v}$ (see Figure 5(b) and the proof of Claim 2 for the definition of $T_{u}$ and $T_{v}$ ). From the proof of Claim 2, we also know that $v$ cannot reach $r$ (odd distance) but a node in $T_{u}$ on the path $P$. If this happens (event $E_{3}$ ), the depth $d(r)$ increases by at least 1 and the new situation is a special situation.

Now assume that $u$ finishes the phase and consider the last step. If the length of $P$ decreases by more than 2 in the last step then $u$ enters $T_{v}$ and reaches a node on the path $P$ (event $E_{2}^{\prime}$ ). The depth $d(r)$ increases by at least 2 and a special situation is reached. Otherwise, $u$ visits $r$ before the last move. Given that $u$ finishes the phase in the next step, it either moves to $T_{v}$ with a probability of at least $1 / 2$ or leaves $T(r)$ with a probability of at most $1 / 2$ (Figure $5(\mathrm{a})$ ). (If $r=w$, event $E_{1}$ is not possible.) In the first case (event $\left.E_{2}^{\prime \prime}\right), d(r)$ increases by 2 and a special situation is reached. In the second case (event $E_{1}$ ), $d(r)$ decreases by at most 2: The endpoint $u$ may move to its pre-predecessor in the tree (Figure 6(a)). Then a special situation is reached. Another option is that $u$ moves to some sibling of $r$, say $r^{\prime}$ (Figure 6(b)). Then the new situation is not a special situation. In the following, we again assume that no selectable edge is created. By Claim 1, after an additional waiting time of an expected number of $O\left(\left|T\left(r^{\prime}\right)\right|\right)=O(m) u$-relevant steps, $u$ has left $T\left(r^{\prime}\right)$ and is back at $r$ (or at some node on the path inside $T(r)$ ) such that a special situation is reached, or $v$ is also in $T\left(r^{\prime}\right)$. In the last case, $v$ must have visited the parent of $r$ and $r^{\prime}$ (or a node on the path inside $T\left(r^{\prime}\right)$ ) first such that a special situation has been reached. Hence, there is no additional decrease of the depth $d(r)$ in the additional waiting time for a new special situation.

The events $E_{2}^{\prime \prime}$ and $E_{1}$ can only occur in the same situation (where $u$ finishes the phase and $u$ visits $r$ before the last move). Now, given that one of these two events happens in the next step, $\operatorname{Prob}\left(E_{2}^{\prime \prime}\right) \geq 1 / 2$. Hence, the probability that the event $E_{2}:=E_{2}^{\prime} \cup E_{2}^{\prime \prime}$ finishes the phase is only larger than the probability that event $E_{1}$ finishes the phase. Moreover, we have shown that after an event $E_{1}, E_{2}$, or $E_{3}$ has happened, a special situation is reached within an expected number of $O(m) u$-relevant steps where $d(r)$ is not decreased.

Now we can combine our results and prove Lemma 6.


Figure 6: If $d(r)$ decreases, $u$ moves to the prepredecessor of $r$ (a) or to a sibling $r^{\prime}$ of $r$ (b).

Proof of Lemma 6. Initially, we choose $w:=u$ to be the root of the tree. Then $d(r)=0$ and we start in a special situation. This implies that $T(r)$ includes at least 4 levels. When a situation is reached where $T(r)$ includes only two levels, the considered path $P$ is a selectable edge since its length must be odd. In a situation where $T(r)$ includes only three levels, the augmenting path is a selectable edge or the the next $P$-relevant step creates a selectable edge. To see this, observe that the length of $P$ is then 1 or 3 . There is nothing to show if the length is 1 . If the length is 3 , neither $u$ nor $v$ can be at the root of $T(r)$ and the path could be lengthened by at most one edge at $u$ or $v$. Hence, by Lemma 3 , the next $P$-relevant step can only shorten $P$. This implies that the expected number of $u$-relevant steps to create a selectable edge is by at most 1 larger than the expected number of $u$-relevant steps for the event $d(w) \geq$ $D-2$. By the $O(m)$ bounds in Claim 3, it is sufficient to prove an upper bound of $O\left(D^{2}\right)$ on the expected number of the events $E_{1}, E_{2}$, and $E_{3}$ until the event $d(w) \geq D-2$ occurs.

We slow down this stochastic process by assuming that $E_{1}$ decreases $d(r)$ by exactly $2, E_{2}$ increases $d(r)$ by exactly 2 , and $\operatorname{Prob}\left(E_{1}\right.$ happens first $)=\operatorname{Prob}\left(E_{2}\right.$ happens first $)$. We prove that the probability of the event $d(r) \geq D-2$ in a phase including $\left\lceil D^{2} / 2\right\rceil+2 D$ of the events $E_{1}, \ldots, E_{4}$ is at least $1 / 2$. The claim then follows since we may start over and choose a new root $w$ if the phase were unsuccessful. If the number of $E_{3}$-events in the phase is at least $D-2$, the result follows since, with probability $1 / 2$, event $E_{2}$ happens at least as often as event $E_{1}$. Otherwise, there are at least $D^{2} / 2+D$ events $E_{1}$ and $E_{2}$, and we disregard the help of $E_{3}$-events. Now the events $E_{1}$ and $E_{2}$ describe a symmetric random walk as analyzed in Lemma 5 for $p=q=r=s=$ $1 / 2$. Starting there in state $\ell=\lceil(D-2) / 2\rceil$ (standing for $d(r)=0)$, the expected number of steps to reach the state 0
is less than $D^{2} / 4+D / 2$. By Markov's inequality, $D^{2} / 2+D$ steps are successful with a probability of at least $1 / 2$.

## 6. CONCLUSIONS

Randomized search heuristics can be fooled by carefully constructed graphs but RLS finds maximum matchings for simple graphs (trees) in expected polynomial time. The results indicate that randomized search heuristics can use algorithmic ideas not known to the designer of the algorithm. Our results contribute to the understanding of how simple randomized heuristics work. It would be interesting to see how efficient related heuristics like SA and MA perform on trees.
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