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ABSTRACT

The purpose of this study is to generate facial pusites by
interactive differential evolution (DE). Faces anedeled using
the Active Appearance Model (AAM). DE is similar &n
evolutionary algorithm and vyields superior resulia
optimization problems. In this study, an interagtiversion of
DE is implemented in such a way that candidatesfgemerated
by the AAM is presented to the user and the uskEctea
subset of these faces based on their resemblanite ttarget
face. Experimental results show that DE is sucoéssf
converging to a face rapidly and it is robust tecfuations in
the user's decisions.

Categories and Subject Descriptors
I.2.8-Problem Solving, Control Methods and Search

General Terms
Design, Algorithms, Human Factors

Keys
Differential Evolution, Interactive Differential Blution,
computerized facial composite generation, Active@egpance
model.

1. INTRODUCTION

In criminal investigations, witnesses are askedd&scribe
criminals’ faces. There are some methods develdpebetter

generation of faces. Our approach for face gererasi based
on evolutionary algorithms. We implemented an katéve

Differential Algorithm (IDE) which takes in inputdm the user
to generate a likeness to the target face througleral

iterations of a sequence of steps. These are igelgotutation
and recombination steps. New faces are generatib@ &nd of
each iteration by evaluating the parameters estgnbased on
user choices.

The following sections of this paper cover thedeling topics;

Section 2 describes the IDE-based Face Generatyster8.

Algorithm design and implementation issues are alguained
in this section. In section 3 experiments and tesults are
presented. Conclusions and future work possitsligge the
topic of section 4.
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2. DIFFERENTIAL EVOLUTION
ALGORITHM

2.1 Non-Interactive Differential Evolution
Differential Evolution is first introduced by Stoand Price in
1996. It is a population-based optimization aldorit for
solving problems that cannot be solved analyticflly The
block diagram of DE is shown below.
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Figure 1, Work flow of DE

Selection ‘

At initialization, bounds on the parameters areedeined and
for each individual, which represents a face in puwgram,
parameters are randomly generated.

X =|:X1,i£3’ %i K 1)&(3]' 1=1,2K N

At the mutation step, three parameter vectorsxg and Xz are
selected for each parameter vector in i. in ortiete that all
vectors in this step are distinct from each othHdutation
continues with adding the weighted difference ob tof the
vectors to the third.

Vi,(3+1 = Xrl,G + F( sz,G - X;;G)

F is a mutation factor and it is selected betweand®?2. Result
vector yis called a donor vector.

At the recombination step, new individuals are t@daby
combining the donor vector which is created in thetation
step with the old individual’'s vector. Combinatitakes place
according to the following rule.

y _ Viign if rand, <CR orj=1_,
et | x,e if rand; >CR andj# I,

where V,— is the donor vector for thf" parameterd is the
number of total parameters in an individubl.is a random

number between 0 arid, and X is the old individual from the

previous recombinatiol < n> d represents the modulod.

After recombination, selection is done by using iteks
functionf. New individuals for the next generation are seléc
as those with the best fitness function values. ation,
recombination and selection steps continue untikirdd
approximations are achieved.



2.2 Interactive Differential Evolution

Interactive differential evolution is based on eifntial
evolution in which the fitness function f is remadvend
evaluations are performed by a user. In the selecitep, the
user selects the best images and these imageseddo create
solution candidates for the next generations thnaugtation.

2.3 Implementation

We built a database of pictures consisting of 5t of our
university personnel. The photos are annotatedesgenfaces
are extracted from the pictures through a princgzahponent
analysis. Using the AAM model [2] we obtained, facare

generated using 17 parameters and thus the vectgthl is also
17. During initialization, for each parameter ire thector, the
IDE algorithm produces normally distributed randaombers
with average 0 and standard deviation 0.2. The @aues for
each parameter are set as [-0.3,0.3]. Any valussatte outside
these boundaries are mirrored. These values arsechoased
on the model parameters of the average face obtdine the

model. Iterations are continued until the userassfied with

the result and decides to stop. At each iterattbe, user is
presented with 16 new images. The user is requoestlect 4
of the images that resemble the target image. THheiseages
are used to create the new group of faces for éix¢ iteration.
The user interaction is achieved through a useerfexte

developed for this study [3].

3. EXPERIMENTS

We tested the program on four faces. Two of thased, which
are also in the database, belong to people whevalleknown

by the testers. The third face belongs to a pensglhknown to

the testers but is not in the database and thé fiiea, which
also is not in the database, belongs to a persam iwmot

known by the testers and is seen very briefly.

Eight testers are used. For each face, the IDE ralgo is

executed by these 8 testers. So for each face there8
generated output images. After the testing, théoveof these 8
generated images are averaged to obtain the mean 18
subjects, who know the four people used as thgetdaces
well, are shown the resulting mean images and skedato
name the persons. The resulting recognition ratesgaven

below.

First Face: %100 recognition between figure lafande 1b.
Mean image is generated using 6.3 average itemtion

Second Face: %60 recognition between figure 2digace 2b.
Mean image is generated using 4.5 average itemtion

Third Face: %40 recognition between figure 3a amaré 3b.
Mean image is generated using 4.9 average itegtion

Fourth Face: %20 recognition between figure 4afapuote 4b.
Mean image is generated using 4.8 average itegtion

Mean of Test Faces

Target Face

Figure l-a Figure 1-b

Figure 2-a Figure 2-b

Figure3-a Figure 3-b

Figure 4-a

Figure 4-b

The test results are not sufficient for determinihg exact
behavior of the algorithm. We currently do not havdatabase
which is large enough for obtaining realistic résullso we

should do more testing to obtain more realistic mieaage of

test results.

4. CONCLUSION AND FUTURE WORK

In this project, the IDE implementation is succabgf

completed. This preliminary results show that theppsed

solution works fine even for our small face imageathase. We
plan to test the proposed algorithm on a largerluise.
Additional tests are necessary to compare the gegpsolution
with the similar projects in the literature. We go@nning to

adapt the algorithm and enhance the GUI such Heatvitness
can edit the individual face components duringrtire We also
intend to create component based face models,asdhb user
can decide that a component is close enough tadh&l face
and can keep it fixed in remaining iterations. fder to use the
proposed method in real forensic applications veeganning

to add hair styles and several accessory optiotigetmodel.
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