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ABSTRACT  
The purpose of this study is to generate facial composites by 
interactive differential evolution (DE). Faces are modeled using 
the Active Appearance Model (AAM). DE is similar to an 
evolutionary algorithm and yields superior results in 
optimization problems. In this study, an interactive version of 
DE is implemented in such a way that candidate faces generated 
by the AAM is presented to the user and the user selects a 
subset of these faces based on their resemblance to the target 
face. Experimental results show that DE is successful in 
converging to a face rapidly and it is robust to fluctuations in 
the user's  decisions.  
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1. INTRODUCTION 
In criminal investigations, witnesses are asked to describe 
criminals’ faces. There are some methods developed for better 
generation of faces. Our approach for face generation is based 
on evolutionary algorithms. We implemented an Interactive 
Differential Algorithm (IDE) which takes in input from the user 
to generate a likeness to the target face through several 
iterations of a sequence of steps. These are selection, mutation 
and recombination steps. New faces are generated at the end of 
each iteration by evaluating the parameters estimated based on 
user choices. 
The following sections of this paper cover the following topics; 
Section 2 describes the IDE-based Face Generation System. 
Algorithm design and implementation issues are also explained 
in this section. In section 3 experiments and test results are 
presented. Conclusions and future work possibilities are the 
topic of section 4. 
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2. DIFFERENTIAL EVOLUTION 
ALGORITHM 
 

2.1 Non-Interactive Differential Evolution 
Differential Evolution is first introduced by Storn and Price in 
1996. It is a population-based optimization algorithm for 
solving problems that cannot be solved analytically [1]. The 
block diagram of DE is shown below.  
 

 
 
At initialization, bounds on the parameters are determined and 
for each individual, which represents a face in our program, 
parameters are randomly generated.  
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At the mutation step, three parameter vectors xr1, xr2 and xr3 are 
selected for each parameter vector in i. in order. Note that all 
vectors in this step are distinct from each other. Mutation 
continues with adding the weighted difference of two of the 
vectors to the third.  
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F is a mutation factor and it is selected between 0 and 2.  Result 
vector vi is called a donor vector. 
At the recombination step, new individuals are created by 
combining the donor vector which is created in the mutation 
step with the old individual’s vector. Combination takes place 
according to the following rule. 
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where jv  is the donor vector for the jth parameter, d is the 

number of total parameters in an individual. L is a random 

number between 0 and D, and ix  is the old individual from the 

previous recombination. dn  represents the n modulo d. 

After recombination, selection is done by using a fitness 
function f. New individuals for the next generation are selected 
as those with the best fitness function values. Mutation, 
recombination and selection steps continue until desired 
approximations are achieved. 



2.2 Interactive Differential Evolution  
Interactive differential evolution is based on differential 
evolution in which the fitness function f is removed and 
evaluations are performed by a user. In the selection step, the 
user selects the best images and these  images are used to create 
solution candidates for the next generations through mutation. 

 
2.3 Implementation 
We built a database of pictures consisting of 51 photos of our 
university personnel. The photos are annotated and eigenfaces 
are extracted from the pictures through a principal component 
analysis. Using the AAM model [2] we obtained, faces are 
generated using 17 parameters and thus the vector length is also 
17. During initialization, for each parameter in the vector, the 
IDE algorithm produces normally distributed random numbers 
with average 0 and standard deviation 0.2. The boundaries for 
each parameter are set as [-0.3,0.3]. Any values that are outside 
these boundaries are mirrored. These values are chosen based 
on the model parameters of the average face obtained from the 
model. Iterations are continued until the user is satisfied with 
the result and decides to stop. At each iteration, the user is 
presented with 16 new images. The user is required to select 4 
of the images that resemble the target image. These 4 images 
are used to create the new group of faces for the next iteration. 
The user interaction is achieved through a user interface 
developed for this study [3].    
 

3. EXPERIMENTS 
We tested the program on four faces. Two of these faces, which 
are also in the database, belong to people who are well known 
by the testers. The third face belongs to a person well known to 
the testers but is not in the database and the final face, which 
also is not in the database, belongs to a person who is not 
known by the testers and is seen very briefly. 
Eight testers are used. For each face, the IDE Algorithm is 
executed by these 8 testers. So for each face there are 8 
generated output images. After the testing, the vectors of these 8 
generated images are averaged to obtain the mean face. 10 
subjects, who  know the four people used as the target faces 
well, are shown the resulting mean images and are asked to 
name the persons. The resulting recognition rates are given 
below. 
 
First Face:  %100 recognition between figure 1a and figure 1b. 
Mean image is generated using 6.3 average iterations. 
 
Second Face: %60 recognition between figure 2a and figure 2b. 
Mean image is generated using 4.5 average iterations. 
 
Third Face: %40 recognition between figure 3a and figure 3b. 
Mean image is generated using 4.9 average iterations. 
 
Fourth Face: %20 recognition between figure 4a and figure 4b. 
Mean image is generated using 4.8 average iterations. 
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The test results are not sufficient for determining the exact 
behavior of the algorithm. We currently do not have a database 
which is large enough for obtaining realistic results. Also we 
should do more testing to obtain more realistic mean image of 
test results.  
 

4. CONCLUSION AND FUTURE WORK 
In this project, the IDE implementation is successfully 
completed. This preliminary results show that the proposed 
solution works fine even for our small face image database. We 
plan to test the proposed algorithm on a larger database.  
Additional tests are necessary to compare the proposed solution 
with the similar projects in the literature. We are planning to 
adapt the algorithm and enhance the GUI such that the witness 
can edit the individual face components during the run. We also 
intend to create component based face models, so that the user 
can decide that a component is close enough to the actual face 
and can keep it fixed in remaining iterations. In order to use the 
proposed method in real forensic applications we are planning 
to add hair styles and several accessory options to the model. 
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