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1. MOTIVATION

This workshop follows on from the successful workshops
on self-organization in representations in evolutionary algo-
rithms, and scalable, evolvable, emergent developmental sys-
tems at previous GECCO conferences. This year’s workshop
is a unified workshop covering both closely related areas.

Evolutionary algorithms (EAs) have been applied to an
ever increasing variety of problem domains, for which they
have achieved human competitive results on small evolution-
ary design problems. The application of EAs to tasks of ever
increasing difficulty is fraught with problems, namely: stag-
nation of search in large search spaces, negative epistatic
effects, disruption of large building blocks, and scalability,
amongst others. Recently, the problem of scalability has at-
tracted much attention, and deservedly so, as its resolution
is linked to other critical and demanding open research prob-
lems such as: development, evolvability, and modularity. In
order to improve the scalability of such systems fundamental
research must be undertaken to discover how to evolve in-
creasingly more complex designs. For this we look at the two
systems that have achieved scalability: human engineering
and natural systems. Manually constructed systems have
achieved such things as aircraft with over a million parts,
software with tens of millions of lines of code and over a hun-
dred million transistors in microprocessors, suggesting that
we can improve the scalability of automated design by using
principles of engineering. Similarly, natural evolution and
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developmental biology have produced adaptable and self-
repairing systems of even greater complexity using principles
of self-organization. Self-organization is fundamental to the
developmental process at all levels: molecular, genetic, and
cellular. Nature evolves ”‘instructions”’ in the form of genes
that are used to specify the construction of organisms during
the process of development. However these ”‘instructions”’
orchestrate a vast number of interactions obeying laws that
are no encoded in the genotype. With reports of the number
of genes in the human genome being revised downwards, the
role of self-organization in complex webs of gene regulation
is all the more salient. Given these new findings, perhaps
self-organization controlled by genotypic instructions is an
important missing ingredient from EAs. To this end, it is
anticipated that models of biological cells and multicellu-
lar development represent a valuable source of knowledge
that will aid us in designing EAs with emergent phenom-
ena such as: adaptability, scale-free-ness, evolvability, and
robustness. Regardless of the developmental model or gen-
erative representation chosen — cellular automata, genetic
regulatory networks, L-systems, etc - we must understand
exactly what gives such systems their computational power
and exactly how they affect evolvability.

The objective of this workshop is to explore domain-independent
methods for representing complex solutions with self-organizable

building blocks, and on developmental principles for speci-
fying the construction of complex systems.

2. DEVELOPMENT, SELF-ORGANIZATION,
AND MODULARITY

In recent years, a trend has emerged on Evolutionary
Computation that attempts to increase the complexity of
the represented solutions without increasing the complexity
of the genomes in order to scale up evolutionary search. In
order to achieve this goal some sort of complex or “intel-
ligent” genotype to phenotype mapping is required. This
mapping needs to extract key features from the problem
space and incorporate these features automatically into the
representation space in order to:

1. prune unpromising sections of the search space, hence
reducing its size

2. evolving increasingly more complex designs, hence achiev-

ing scalability



Most approaches to this problem include to some degree
development, self-organizarion and modularity. To name
a few: developmental mappings [1, 2], implicit embryoge-
nies [3, 4], generative representations [5, 6], modularity, reg-
ularity and hierarchy [7, 8, 9, 10, 11], augmenting topolo-
gies [12], molecular computing [13], and self-replicating se-
quences [14, 15].

3. CONTRIBUTING PAPERS

The issue of scaling in a developmental setting is ana-
lyzed by Tufle and Thomassen in the first paper of the work-
shop. They use a rule-based system on a cellular automata
topology to model development and conclude that size mat-
ters: their results improve with the number of genes on the
genome and with the available space for phenome growth.

The encoding of solutions, or in a broader sense the rep-
resentation of solutions, is crucial for the success of evo-
lutionary search. Direct encodings usually refer to simple
genotype to phenotype mappings where the genomes en-
code a fix predetermined number of phenotypic characters.
Indirect encodings are more complex mappings that usu-
ally involve the generation, interpretation or construction of
the phenotype from genotypic instructions. Designing effec-
tive encodings is paramount. Stanley’s contribution offers
a comparison between artificial phenotypes and naturally
occurring patterns in biological organisms in order to help
to estimate the value and viability of artificial developmen-
tal encodings. Evolvability and adaptability are two impor-
tant and desirable features of any encoding. Seys and Beer
provide experimental evidence that the number of genomic
parameters is not as important for evolvability and adapt-
ability as the selected encoding method. Their results favor
what the authors called indirect encoding versus direct en-
coding for their problem domain: evolving a neural network
controller for an hexapod agent. Harding, Miller and Lasar-
czyk offer a comparison between a direct encoding and two
cellular automata based indirect encodings targeting a bit
pattern problem of variable Kolmogorov complexity. The
authors conclude that the performance of the indirect en-
coding diminishes with increasing problem complexity.

Phenotype self-organization and the emergence of pheno-
typic traits from basic genotypic structures is an alterna-
tive to the generative or interpretative phenome construc-
tion found in developmental indirect encoding approaches.
Eppstein, Pyne and Goodnight contribution provide insights
about Charles Darwin’s “mystery of mysteries”: speciation.
Using a computer simulation the authors show that given lo-
calized mating, interbreeding populations self-organize into
patches of compatible types, and that if certain types of mild
epistasis are present this process results in speciation. Fi-
nally, Bakhouya and Gaber contribution offers a framework
for self-organization of a collection of agents operating in
a dynamic environment. The framework is inspired on the
immune system. In their setting, unexpected environmental
changes are considered antigens and the collection of agents
self-organize its structure in order to deliver an adequate
response to eliminate the infection.

4, WORKSHOP MATERIAL ON-LINE

The materials presented during the workshop as well as
other related information is available on-line at:
http://codesoar.research.ucf.edu/

5. ADDITIONAL AUTHORS

Additional authors: Gregory Hornby (NASA Ames Re-
search Center, email: hornby@email.arc.nasa.gov ) and
Ozlem Garibay (University of Central Florida, email:
ozlem@cs.ucf.edu) and Kivanc Oner (Univeristy of Central
Florida, email: kivanc@cs.ucf.edu).
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