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ABSTRACT
Even a developmental system with very simple building blocks
can evolve significantly complex artifacts. Understanding
such complexity poses a significant challenge. This paper
shows how various investigative methods that are typically
used in biology, can be transferred and used in an artificial
development context. As an instance of evolved complexity,
a self-repairing artifact is analyzed using the following meth-
ods: ablation of environmental features, chemical concentra-
tions monitors, in silico subsystem simulations, gene knock-
outs, and modeling of the gene regulatory map. A number
of mechanisms governing size-regulation and self repair are
uncovered, such as: subtle timing of gene activations, stable
regulation based on attractor points, opportunistic use of
the environment and information content replication.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search—Developmental Systems

General Terms
Experimentation, Measurement

Keywords
Open-box analysis, gene knockout, gene regulatory map, ab-
lation, self repair, genetic regulatory network, development

1. INTRODUCTION
A lofty engineering goal is to build complex systems (struc-

tures or behaviors) while at the same time freeing the human
creator from the task of specifying explicitly such complex-
ity. Developmental systems hold the potential of achieving
just that: they use simple building blocks and may lead to
results of great complexity [3, 2, 6, 8, 4]. The resulting arti-
fact is oftentimes analyzed in a black-box manner, showing
that it does solve the problem, but not how it internally
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achieves its task. In more rare instances, an open-box anal-
ysis is tackled such as in the work of Andersen and al. [1].
The authors present a gene regulatory map and use it to
explain the mechanisms for growth and self-repair. But this
avenue, while clearly of benefit, may not be enough when
the number of genes increases (in their case there were only
three). In other research, gene knock-outs were performed
with not much bearing towards understanding their func-
tion. For example in [7] genes are knocked out one at a time
and the effects are measured in terms of phenotypic variabil-
ity, with no attempt at identifying precisely the effect each
gene induces.

As it stands, in the field of developmental systems, there
is no established methodology for performing a thorough
open-box analysis that identifies the roles each gene car-
ries and that subsequently identifies the inner workings of
the evolved mechanisms that solve the given task. This re-
search tries to reduce this gap, by proposing the use of the
following investigative methods as they transfer from the
field of biology: ablation of environmental features, chemical
concentration monitors, in silico simulations of sub-systems,
modeling of the gene regulatory map, and gene knock-outs.
The latter are done individually, as well as in combinations,
while keeping track qualitatively of the types of pathologies
they induce. Finally, if biologists can benefit from in silico
simulations, the method can be applied here too, by sepa-
rating aspects of the whole and simulating them in isolation.
This method sheds light on the dynamics of the system as
far as existence of attractor points, stationary regimes, and
sensitivity analysis around it.

The paper presents such an open-box analysis of an evolved
solution to the problem of self-repair. The following two
sections summarize portions of [5] in order to provide the
background knowledge and create the context. Namely, sec-
tion 2 briefly describes the developmental system used and
then section 3 summarizes the details of the self-repair ex-
periment. Finally, in section 4 the obtained results are pre-
sented and the detailed analysis is performed.

2. ADS: THE ARTIFICIAL
DEVELOPMENTAL SYSTEM

Evolutionary algorithms draw their inspiration from na-
ture: they encode potential solutions in a genotype and har-
ness the power of selective breeding in order to obtain ever-
improved solutions. Yet from a biological point of view they
are so far removed from the natural model that indeed, they
don’t have much to say to the biologist. Effectively, evo-
lutionary algorithms can be seen as mere engineering tools
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for solving practical problems. In much the same way, when
attempting to harness the power of development, one pon-
ders what should be the appropriate level of abstraction?
ADS was introduced ([5]) with the goal of providing a good
paradigm that abstracts the natural development model and
makes it practical for engineering tasks. The rest of this sec-
tion summarizes what ADS is and – more importantly – is
not, in effect highlighting the overall simplicity of the sys-
tem.

ADS manages cells occupying locations in a discrete sub-
strate, and protein concentrations located in the cells (in-
ternal protein concentrations), as well as in the substrate
locations (external protein concentrations). Under the con-
trol of an evolved genome, cells can divide into an unoc-
cupied location, die, or modify the internal and external
protein concentrations. The substrate features protein dif-
fusion among locations, with diffusion coefficients that are
also evolved for each protein individually. ADS achieves its
simplicity by abstracting many aspects of biological develop-
ment: there are no chemical reactions, no cell membrane to
model, no elaborate division process, no explicit cell differ-
entiation, no transcription, no signaling factors, no complex
gene activation process.

The evolved genome is a variable-length list of genes. Each
gene has a condition and an action. The condition portion
is either always true, or tests one or two protein concen-
trations against encoded thresholds. If the condition holds
true, than the action fires. The action encoded in a gene
enables the cell to divide, die, or modify protein concen-
trations internally or exchange protein content between its
internal and external environment. At its very core, the
genome governing the cells activity is in fact a simple rule
system augmented with internal state. It can also be viewed
as a cellular automaton, due to the fact that it involves a
grid of locations and its functionality is governed by local
interactions. Finally it is an instance of gene regulatory net-
work in the sense that it models a many to many interaction
pattern between genes: one gene regulates multiple genes,
while itself being regulated by many.

3. THE SELF-REPAIR EXPERIMENT
This experiment is structured on a two-dimensional 27×27

grid, seeded with an egg-cell in the center, and cranking de-
velopment for 150 time steps. Periodically, the environment
acts in a destructive way: it randomly chooses one location
and kills any existing cells located within 3 units from it.
The system is configured to handle four proteins (a number
chosen arbitrarily) and the evolutionary algorithm attempts
to identify a set of diffusion coefficients and the genome to
be contained in the egg-cell. The purpose of the genome is
to govern the developmental phase such that it yields a sta-
ble colony of cells matching the desired pattern (fig 1). Also,
it must detect and self-repair damage randomly inflicted by
the environment.

The evolutionary algorithm is based on ES(2 + 16), but
working on a binary representation and bit-flip mutation
operator, augmented with primitives for varying the size of
the genome. The evaluation phase compares the current
shape with the desired one, accounting for differences at
each developmental step and averaging them out. Finally
the EA attempts to minimize this ’error’. In this manner
there is incentive for the colony to quickly grow into the
desired shape and also to quickly restore damage inflicted.

Figure 1: Target Shape To Be Maintained

There is noise in this evaluation, stemming from two sources.
Firstly, ADS itself has a measure of stochasticity built in:
the placement of the daughter cell after division is governed
by a roulette drawing process. Secondly, the adversarial
aspect of the environment is inherently random. In order to
deal with this noise, the described evaluation is repeated 4
times and the averaged result is used by the EA as fitness.

4. RESULTS AND ANALYSIS
Fig 2 shows, for each of the 5 runs executed, the fitness of

the best individual in each generation of the EA. All these
runs converge at solutions whose fitness is around 0.2, which
means that the resulting shape differs from the intended one
by about twenty percent, as averaged across all steps of the
developmental process. This fitness is not perfect (zero),
because of two reasons. The first one is that the colony needs
to grow into its shape from an just an egg cell, and also
repair damage inflicted throughout its lifetime. Secondly,
the resulting shape (even in the absence of damage) does
not match perfectly the target shape. If the two shapes
were only to differ in the points along the perimeter, then
the fitness would measure about 0.36. As such a, 0.2 fitness
signifies a high degree of overlap between the desired and
the obtained shapes.

However a good fitness value in itself is not revealing of
how the self-repair is actually achieved. For this reason, the
best individual in run 4 is the subject of further scrutiny.
The choice for this particular individual is two-fold. On
one hand it has the best overall fitness across all the runs.
On the other hand, it has the smallest number of genes
among the individuals best in their run (24 to 145 genes).
Fig. 3 shows a few consecutive steps that serve as a visual
assessment of the quality of this solution. The color red
(intermediate shade) marks cell existence, violet (lightest
shade) depicts a cell that would like to divide and black
signifies newly born cells. Notice the two types of damage:
one completely internal and one affecting the edge. This
individual is capable of repairing both types in the quickest
possible time.

Unfortunately, even though it only contains 24 genes, a
simple reading through the genome of this evolved individ-
ual does not reveal the mechanisms it employs to satisfy the
self-repair task. It is at this point that more powerful in-
vestigative methods are needed, methods that are targeted
and more revealing in the amount of detail. The inspira-
tion comes again from the study of the natural organisms
and processes. Precisely, the following avenues are pursued:
ablation of environmental features, gene knock-outs (in iso-
lation and combinations) and qualitative identification of
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Figure 2: Results in Self-Repair Experiment

pathologies they induce, chemical concentration monitors,
and, finally, inference and modeling of regulatory pathways.

As the underlying mechanisms gradually emerge, a num-
ber of hypotheses can be formulated regarding the roles that
individual genes may serve. Such hypotheses are further
validated or contradicted, providing an even clearer under-
standing of the inner working of the organism analyzed.

4.1 Internal and External Protein
Concentration (Globally)

A first investigation focuses on the time evolution of the
4 protein concentrations both externally and internally at a
global level. Subsequently, the proteins are named with the
prefix ’p’ followed by their zero based index. Proteins p3 and
p1 have no significant presence either internally or externally
throughout development. That is not to say that they have
no effect, but only that their concentrations sharply decrease
toward zero and stay there.

In contrast, proteins p0 and p2 have a much more in-
teresting trajectory. Fig 4 and 5 show the internal and
external concentrations of protein p0 and p2 early in the
run (development step 13) and late (development step 113).
Stronger shades denote higher concentrations. Early in the
run protein p0 is localized on the footprint of the colony,
with the internal concentrations being higher around the
border. This higher level does not form a continuous bor-
der though. And in time, as can be seen late in the run, is
maintained in the same fragmented manner. However, the
external concentration of p0 spreads around the substrate
eventually overcoming it.

In contrast p2 has a much more local footprint. Both
internally and externally, it establishes itself in a gradient
maximal at the center of the colony, and decreasing towards
the edge. This pattern is maintained throughout the run,
with the only change being that the gradient is shrinking
both in maximal peak concentration and spatial extent. In-
cidentally, a quick look at the genome shows that the only
gene responsible for triggering division, gene 20, is condi-
tioned by protein p2 being above a certain value. The pat-
tern illustrated in fig 5 thus elucidates why cells at the pe-
riphery of the colony lack the ability to divide, and effec-
tively establish a perimeter that stops growth.

Figure 3: Self-Repair At Work

4.2 Internal and External Protein
Concentration (Locally)

Having seen the overall pattern of protein concentrations,
a next question is to look at the same data, but localized to
a single cell. Thus a number of cells were chosen and the
internal and external concentrations were plotted in time.
For just one such cell, that is typical for all the others, fig 6
shows internal protein concentrations and fig 7 shows exter-
nal protein concentrations.

The interesting points are about proteins p0 and p2. Pre-
cisely, p2 seems to have its internal and external concentra-
tions moving in sync either higher or lower as if they are
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Figure 4: Protein p0 Concentration: Internal (left)
and External (right); Early In Development (up)
and Late in Development (down)

Figure 5: Protein p2 Concentration: Internal (left)
and External (right); Early In Development (up)
and Late in Development (down)

scaled versions of each other. In contrast protein p0 has a
more surprising and interesting behavior. While externally
it goes to maximal concentration, internally it is extremely
well regulated. Its concentration is very well controlled to be
around 0.17. While the number is not relevant in an absolute
sense, it is worth pointing out that it is higher in some other
cells. As seen in section 4.1, some of the border cells have
a higher p0 internal concentration (around 0.28). In either
case, the concentration is very stable. The occasional spikes
mark birth and death events, either of the cell itself, or one
of its neighbors – one that this particular cell divides into

Figure 6: Typical Internal Protein Concentrations

Figure 7: Typical External Protein Concentrations

in order to repair damage. Notice that in such instances,
the internal protein concentrations are sharply halved. Pro-
tein p0 then gets a kick upwards, and then it quickly settles
down in its normally controlled steady state.

4.3 The Effects of Diffusion
As observed in sections 4.1, the protein p0 spreads through-

out the environment rather quickly. A quick look at its dif-
fusion coefficient shows a very large value (316.228), explain-
ing such spread. The question arises whether this plays a
role in the self-repair mechanism. Switching off diffusion (an
environmental feature), proves that it plays no role whatso-
ever. The individual behaves identically whether the diffu-
sion mechanism is on or off.

4.4 Gene Knockout Studies
By means of visual inspection and simple one-gene knock-

out studies, the 24 genes are categorized as in table 1. Each
gene is named with the prefix ’g’ followed by its 2 digit,
0-based index. Three categories need further explanation.
The syntactic no-op means that the action associated with
a certain gene is the no operation. Naturally knocking out
such genes will have absolutely no effect. The quasi stillborn
means that the colony grows to a size of 3 cells and then
stops growing. Incidentally, it does not have the ability to
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Table 1: Individual Genes Effects
Effect Gene (1) knocked out

Syntactic no-op g01, g13, g17
No visible effect g00, g02, g08, g11, g15, g18, g19

Minor shape differences g03, g04, g05, g07, g09, g10, g12
Stillborn g20

Quasi stillborn g23
Cancerous grown g06, g14
Premature aging g16, g21, g22

Table 2: Gene Pairs Effects (Select Results)
Effect Genes (2) knocked out

Premature aging (g03, g09)
Delayed Cancerous Growth (g06, g23)
Cancerous growth inhibited (g02, g06) (g06, g10)

(g02, g14) (g10, g14)

regenerate either. Finally, premature aging means that while
there is growth to the right shape and some regeneration,
there is visible decrease in the regeneration ability through-
out the 150 developmental steps. Incidentally, running the
unaltered individual past 150 steps does show aging, as in
it gradually looses its ability to regenerate, ultimately be-
ing overtaken by the environment and completely destroyed.
Losing the regenerating ability throughout the 150 develop-
mental steps is called premature aging and obviously incurs
a semantical penalty on the fitness judgment scale.

The next step in the investigation is to knock out pairs of
genes. Genes g16, g21 and g22 are responsible for staving
the aging process. When knocked out in combination with
themselves or with other genes, they accelerate the aging
process. Similarly, genes g06 and g14 are responsible for
inducing cancerous growth. When knocked out in combi-
nation with themselves or other genes, they continue to do
so. However there are some surprising exceptions, summa-
rized in table 2. It is not immediately obvious why g03 and
g09, when knocked-out in tandem, lead to premature ag-
ing. Section 4.7 explains this manifestation as a deviation
from the normal regulation of the growth process. Nor is
it straightforward how does the absence of g23 delay the
effect of knocking-out g06 (whose absence induces uncon-
trolled growth). This and the unexpected inhibition of un-
controlled growth caused by knocking out either of g02 or
g10 in combination with either g06 or g14. are revealed in
section 4.8.

4.5 Protein Regulation Map
For Normal Individual

In this section, the causes and effects that proteins have
over genes are investigated. Fig 8 displays the protein reg-
ulation pattern. It centers around the 4 proteins present
in the system. Arrows are labeled with the gene number
and a short indication of the effect: internal/external in-
crease/decrease and by what factor. The value of the factor
is not immediately obvious, but the intuition is as follows:
the larger the factor (towards 1) the larger the effect; the
smaller the factor (towards 0) less is the effect; the least ef-
fect is a no-op. Some genes always fire because their condi-
tion is the semantic equivalent of ’always true’. Other genes
always fire because their condition holds true for the range

Figure 8: Protein Regulation Map

of protein concentrations that occur during the lifetime of
the cells. Such genes label arrows that have a ’free’ starting
point. However, if the gene sometimes fires and other times
doesn’t, depending on some protein concentration, then the
arrow starts from that particular protein. And in the case of
2 proteins cooperating to conditionally fire a certain gene (as
is the case in gene g04) then multiple corresponding arrows
are joined into one.

This graphical representation helps in further understand-
ing the genes that participate in the mechanisms governing
the behavior of the colony. For instance, protein p3 does not
affect any other proteins, nor does it affect division. Hence,
gene g15, the only one that has anything to do with p3 has
no overall effect – a fact already known from previous anal-
ysis. But in addition, it becomes clear that if protein p0 has
any bearing on the division, it is via gene g04, protein p1,
genes g08 and g23 and finally p2. However, previous studies
showed knocking out g04 and g08, separately and together
has no effect. Thus the conclusion that p0 must itself have
no effect. In turn, the effect of protein p1 on division if not
via p08, may only be via p23. And there must be some
effect, as knocking out p23 leads to quasi stillborn manifes-
tation. A closer look at p23 reveals that it fires when p1 has
an internal concentration higher then a very low value, as is
the case early in the development phase and subsequently
only sporadically. The effect of p23 is to increase (rather
dramatically by a factor 0.83 – close to maximal value of 1)
the internal concentration of p2. The egg cell starts with a
maximal concentration of p2, but through division this con-
centration quickly decreases. The role of p23 during initial
growth is to replenish the supply of p2. Thus, one of the
effects of p23 can be summarized as being a very well timed
enabling of the growth process. A second role of p23 man-
ifests itself during the aforementioned sporadic activation
and will be detailed in section 4.7 dealing with the com-
bined effects of g07, g16, g21 and g22 of regulating p2. How
genes g06, g10, g11, g12 and g14 work together to regulate
p0, is the subject of the next section.
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Table 3: Gene Effects on Protein p0
Gene Effect Factor

g06 eliminate 0.46875
g10 produce 0.148438
g11 produce 0.664062
g12 produce 0.296875
g14 consume 0.65625

4.6 Stabilizing p0
In this section, the focus is on genes g06, g10, g11, g12

and g14. They work together to regulate the concentration
of protein p0. Table 3 presents the chained effects of these
genes. If e and i denote the external and internal protein
p0 concentration at a certain time step and e′ and i′ the
same at the subsequent time step, the following simultane-
ous equations describe the transition:


i′ = 0.274607 + 0.0367324 ∗ i + 0.032411 ∗ e ∗ i
e′ = e + 0.46875 ∗ i− 0.46875 ∗ e ∗ i

(1)

In order to understand the dynamical effects of equations 1,
sub-system in silico simulations are performed. Start with
random (i, e) values in [0, 1] × [0, 1] and iterate the above
equations, plotting the resulting trajectory. Fig 9 shows the
result of 100 such random trajectories, iterated for just 5
steps. Wherever the starting point may be, the internal

Figure 9: Regulating p0 (g06, g10, g11, g12, g14)

protein concentration gets close to about 0.28 in just one
time step. Subsequently, the trajectory climbs upward to-
wards (i, e) = (0.295005, 1) point that is an attractor for the
equations.

However, from gene activation maps it turns out that g11
only fires (and then it does so every time) only in border
cells that also maintain a higher protein p0 internal concen-
tration. In other cells, g11 does not fire at all. Here are
the resulting equations governing the system, without the
effects of g11:


i′ = 0.137928 + 0.109343 ∗ i + 0.096479 ∗ e ∗ i
e′ = e + 0.46875 ∗ i− 0.46875 ∗ e ∗ i

(2)

The effect of iterating equations 2 is almost identical. The
only difference is that the attractor point is changed to

Table 4: Gene Effects on Protein p2
Gene Effect Factor

g07 absorb 0.09375
g08 absorb (sporadic) 0.09375
g16 absorb 0.992188
g21 eliminate 0.484375
g22 eliminate 0.476562
g23 produce (sporadic) 0.835938

(i, e) = (0.173674, 1), thus explaining the lower concentra-
tion of p0 in non-border cells.

Thus the mechanisms of regulating protein p0, both ex-
ternally and internally, rely on gene activations attractor
points that result from the parameters encoded in the gene
actions. However, as effective as this control mechanism is,
protein p0 plays no effective role in neither shape forma-
tion, nor self-repair. It can only be speculated that protein
p0 may have played some role in one of the ancestors that
led to the evolution of this particular individual.

4.7 Controlled growth and self-repair:
the key is p2

This section focuses on genes g07, g16, g21 and g22, reg-
ulating protein p2. Gene g23 and g08 also affect protein p2,
but they fire during the initial growth and after that only
sporadically. The effects of g08 and g23 are thus corrective
in nature, and therefore do not influence the fundamental
dynamical behavior of the concentrations in protein p2 in
the ’adult’ colony. The actions associated with these genes
are presented in table 4. Notice that if the sporadic effect of
g23 is ignored, all these remaining genes affect p2 via either
’absorb’ or ’eliminate’ operations. Both these operations are
characterized by a conservation of protein concentrations. In
other words, using the formalism previously introduced, i+e
is an invariant for both ’absorb’ and ’eliminate’ operations.
More importantly, because neither ’produce’ nor ’consume’
operations affect the total amount of p2 (g23 being ignored
at this time) it would stand that p2 must be conserved over-
all throughout the lifetime of the colony. The egg cell starts
out with an internal concentration of p2 set to 1, and that
is all there is. However, when a cell is killed, its internal
proteins are lost. In this way some p2 is removed from the
system, and there is no way to replenish it. It stands to
reason that the cause of eventual aging observed is as fol-
lows: the overall concentration of p2 decreases, more and
more cells lose the potential to divide and eventually the
colony looses the ability to self-repair. However, as each cell
division effectively halves the concentration of p2, the im-
mediate intuition would be that the colony would spend its
ability to self-repair rather quickly. Obviously this is not the
case, as it is able to withstand the adversarial environment
quite well for the required 150 developmental steps.

There are two mechanisms at play and an understand-
ing of the first one comes from an experiment similar to
that performed in section 4.6. Considering only g07, g16,
g21 and g22 (ignoring the sporadic effects of g08 and g23),
the equations governing the system are quite complicated:
polynomial whose highest degree is i8 ∗ e8. Yet, fig 10 sheds
light on this matter. This time there is no single attrac-
tor point, but there are an infinity of equilibrium points
along a concave curve linking the (0, 0) point with the (1, 1)
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Figure 10: Regulating p2 (g07, g16, g21, g22)

point. Again, the control mechanism is powerful in the sense
that a point away from this curve, takes only a few steps to
reach the equilibrium. But what is the use of this curve of
equilibrium points? The answer reveals itself by intuitively
following the trajectory of the protein p2 concentrations of
a cell through the process of being killed and then regen-
erated. When a cell is killed its internal protein p2 is lost.
However the external protein p2 survives unchanged. A new
cell is spawned in the same location, with an internal con-
centration of p2 of about half of what it has been. Then
the internal/external concentration balance is restored to a
new equilibrium point, somewhere on the curve, closer to-
wards the (0, 0) point. But the concave shape of the equi-
librium curve serves to increase the number of such steps
(kill-respawn) needed to effectively lose all of the protein p2
(reach the (0, 0) point). This in fact is the key to the primary
mechanism conferring the resilience of the colony to exter-
nally inflicted damage. As the colony grows, it lays outside
in the environment a template gradient of p2. This serves
double purpose. On one hand serves to restore an internal
p2 concentration after respawning close to what it originally
was (thus regulating which cells maintain division potential
and which not). On the other hand the external template
of p2 gradient serves to somewhat ’isolate’ p2 from the irre-
versible loss induced by cells being killed, thereby extending
in time its regenerative ability.

From gene knockout experiments it was observed that re-
moving either g21 or g22 brings upon premature aging, the
effect being even more pronounced if both are knocked out
simultaneously. Why is that? Fig 11 shows what happens
when g21 is knocked out: the equilibrium curve loses its con-
cave property. An almost identical effect is observed when
g22 is knocked out, and when both g21 and g22 are sup-
pressed in combination, the curve becomes sharply convex.
These findings strengthen the role attributed to the concav-
ity of the equilibrium curve and validate the understanding
of the mechanism.

And finally, before concluding this section, a few words
about the strange result noticed when g03 and g09 are both
knocked out: premature aging is observed. Further investi-
gations reveal a second mechanism crucial to achieving and
maintaining the self-repair capability. One of the effects of
g03 and g09 is to increase the concentration of p1 inter-
nally. In other words, they both slow down the decrease of

Figure 11: Regulating p2 (g21 Suppressed)

internal p1 concentration. Interestingly, this slowing down
is enough to allow g23 to keep firing sporadically after the
initial growth, and thus to replenish some of the reserve
of p2 existent in the system. Knocking out either g03 or
g09, reduces the rate of sporadic g23 activation, but in tan-
dem they completely eliminate this aspect. Consequently by
having both g03 and g09 knocked out a second mechanism
essential for self-repair is identified: the sporadic firing of
g23. It is also essential that this firing be sporadic. If g23
were to fire more often, this would be one cause leading to
uncontrolled growth.

4.8 ’Cancers’: Causes and Cures
From gene knock-out studies it was revealed that sup-

pressing gene g14 leads to uncontrolled growth. Similarly,
knocking g06 produces the same undesirable result. What is
puzzling is that the gene regulation map shows both g14 and
g06 only have an effect on protein p0: they both actively
contribute to lower it. But analysis so far revealed that,
while highly regulated, normally p0 has no effect neither on
growth, nor on self-repair. The secret lies on gene g02. In
an unmodified individual (no genes knocked out) gene g02
never fires, because it requires high levels of p0. However,
if the regulating mechanism of p0 is damaged, and p0 levels
increase, g02 kicks in. Its effects are to increase uncondi-
tionally the level of p2, thus leading to uncontrolled growth.
It may very well be that this mechanism is an atavism kept
from an ancestor, but in this incarnation its triggering is
detrimental. In order for this to be avoided it is essential to
either control the internal concentration of p0 below a cer-
tain threshold, or disrupt the mechanism triggered by g02.
As it turns out, knocking out g02 does indeed stop the can-
cerous growth, the reason being obvious. However, knocking
out g10 also stops cancerous growth, by stopping p0 from
reaching levels that would activate g02. Interestingly, one
would think that similarly to knocking out g10, knocking
out either g11 or g12 (or in tandem) would have the same
effect. But it doesn’t. The difference between g10 on one
side and g11 and g12 on the other side is that g10 fires all the
time unconditionally, while g11 and g12 only fire if p0 itself
is below certain levels. When either g14 or g06 are out, the
concentration of p0 ’escapes’ beyond those levels required
for g11 and g12 to fire, thus thwarting any controlling effect
they might otherwise induce.
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Another interesting aspect is the combination of both g23
and g06 being absent. While a g23 knock-out leads to quasi
stillborn pathology by means of not replenishing the con-
centration of p2 early during the growth process, lacking
p06 leads to the aforementioned escalation of p0 concentra-
tion and further to cancerous growth. When both g23 and
g06 are absent, the observed result is a delayed cancerous
growth. In other words, the growth effect induced by lack of
g06 overcomes the growth inhibition caused by lack of g23.
The cause of this is that g14 only fires when the concentra-
tion of p2 is above some threshold, which doesn’t happen
quite as often without g23. Consequently, the rate of in-
crease in p0 induced by missing g06 is much slower without
g23. Slower, but not enough to avert the onset of cancer-
ous growth (damage of the p0 regulation and activation of
g02). Thus it can be said that g23 has yet another role:
in the absence of p06 it indirectly guards against cancerous
growth.

5. CONCLUSIONS
This work illustrates how investigative methods that are

traditionally associated with the field of biology can success-
fully transfer to the field of abstract developmental systems
and be used to perform open-box analysis of evolved arti-
facts.

In the instance analyzed, the evolved mechanisms that
solve the problem of self-repair turn out to be of significant
complexity: finely tuned timing of gene activations, stable
regulation based on attractor points, opportunistic use of
the environment and information content replication. Some
of these mechanisms clearly address the task of self-repair.
Others are more subtle, as they seem to have no effect. But
if disturbed by genes knock-outs they lead to pathological
manifestations such as aging and cancerous growth. Fixing
these pathologies is possible by even more gene knock-outs,
but care must be exercised as not all hypotheses turn out to
hold as expected. To get a deep understanding of how dif-
ferent mechanisms are interlocked in a regulatory network,
an open-box analysis is needed. The methods appropriate
for such investigation are those typically encountered in wet
labs: ablation of environmental features, chemical concen-
tration monitors, subsystem simulations, modeling of the
gene regulatory network and gene knock-outs. Gene sup-
pression can be done in isolation and in combination, and
is associated with a qualitative assessment of pathologies
induced.

Although this study focused the analysis on just one in-
stance of complexity, namely an evolved solution to the self-
repair problem, the methods used are general and can be
applied to analyze other evolved dynamics too. Evolution is
particularly well suited to address the creative part of dis-
covering new ways to solve problems, but then the practical
goal is to take the evolved design and refine it by means of
manual optimization. The value of open-box analysis and
the investigative methods illustrated in this paper is sig-
nificant, as they enable the researcher/designer to identify
primary mechanisms, redundancies and potential vulnera-
bilities.
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