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ABSTRACT
In this paper, we introduce a formal-language model for ex-
plicitly formalizing agent-environment interaction in a multi-
agent systems (MAS) framework: Conversational Grammar
Systems (CGS). The main goal of the model is to provide a
formal framework for defining how agents interact with en-
vironments in MAS. CGS offer a model with a high degree
of flexibility, what means that they are able to accept new
concepts and modify rules, protocols and settings during the
computation. Evolution and action are involved in a con-
sistent way in environment, while interaction of agents with
the medium is constant. Based on a consolidated and active
branch in the field of formal language theory, CGS are a
highly formalized framework based in the postulates of ar-
tificial life that seems to be quite easy to implement, due
to the simplicity of the formalism and the computational
background of the theory they use.

Categories and Subject Descriptors
H.5.2 [Information Systems]: Information Interfaces and
Presentation—User Interfaces

General Terms
Theory, Languages

Keywords
Eco-Grammar Systems, Artificial Life, Environment, For-
mal Languages.

1. INTRODUCTION
Many researchers working in the field of multi-agent sys-

tems (MASs) agree on the fact that environments are essen-
tial for multi-agent systems (e.g. [10], [5], [16], [9], [13]). Ac-
cording to [10], “the environment has been recognized as an
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explicit and exploitable element to design Multi-Agent Sys-
tems (MAS). It can be assigned a number of responsabilities
that would be more difficult to design with the sole notion
of agents”. Therefore, we can say that the environment in
which a multiagent system is situated is of fundamental im-
portance in the analysis, design and operation of the sys-
tem. However, according to [16], most researchers neglect
to integrate the environment as a primary abstraction in
models and tools for MASs, or minimize its responsibilities.
Moreover ([5]) while most current multiagent methodologies
provide some notion of the environment or the agent’s in-
teraction with it, no major methodologies possess a detailed
agent-environment interaction model that explicitly defines
how the environment is affected by agents or how the agent
perceives the environment. As a consequence, a rich poten-
tial of applications and techniques that can be developed
using MASs is overlooked. In fact, several practical appli-
cations have shown how the environment can contribute to
manage complex problems. This is why the important role
of environment have been emphasized in many models (cf.
[13], [16], [9], [1], [5], [14]).

Another important topic in the field of multi-agent sys-
tems concerns formalization. In [7], it is said that “while
there are many useful models of agents and multi-agent sys-
tems, they are typically defined in an informal way and ap-
plied in an ad-hoc fashion”. To develop a formal model that
can be used both as the basis of an implementation and also
as a precise but general framework is necessary. For some
authors ([8]), the use of formalisms is appropriate since they
allow unambiguous descriptions of complex systems and also
provide proof systems and sets of proof obligations which
enable the construction of reliable and robust models. Ex-
amples of formal approaches for MAS specifications can be,
among others, the models in [6], [8], [7], [3].

The aim of this paper is to formally define a multi-agent
system that explicitly specifies how an agent interacts with
its environment. Therefore, we present an environment-
based model for formalizing multi-agent systems by means
of formal languages. Taking into account the classification
of models of environments introduced in [16] in which we
can distinguish:

• general models of environments

• inter-agent facilities

• agent-environment interaction

• environments in agent oriented methodologies
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we can say that the model of environment we introduce in
this paper can be classified as an agent-environment inter-
action model, where not only agents but also environment
undergo an evolutionary process. Such evolution is brought
about mainly by interaction among agents in the environ-
ment and by interaction between agents and environment.

The paper is organized as follows: Next section describes
in detail our formal-language-theoretic model for multi-agent
systems by:

• Identifying the properties of the agents;

• Identifying the properties of the environment;

• Determining the dynamics of the system;

• Identifying the interaction protocol between agents and
environment.

First we present the elementary components of the model
describing properties of agents and environment. Then, we
define elementary configurations of the system. Agent influ-
ence on the environment and environmental effects of agents
will be also highlighted. Two subsections will be devoted
to describe the environmental dynamics and the interaction
protocol, respectively. Presentation of the model finishes by
defining the output of the system.

Section 3 offers an example that illustrate the functioning
of the system. Conclusions and some research lines for future
work are provided in Section 4.

Throughout the paper, we assume that the reader is fa-
miliar with the basics of formal language theory, for more
information see [11].

2. THE FORMAL MODEL
The formal model for multi-agent system we introduce

here is based on a field of formal languages called eco-gram-
mar systems and introduced in [4]. An eco-grammar system
can be defined as an evolutionary multi-agent system where
different components, apart from interacting among them-
selves, interact with a special component called ‘environ-
ment’. So, within an eco-grammar system we can distinguish
two types of components environment and agents. Both are
represented at any moment by a string of symbols that iden-
tifies current state of the component. These strings change
according to sets of evolution rules (L systems). Interac-
tion among agents and environment is carried out through
agents’ actions performed on the environmental state by the
application of some productions (rewriting rules) from the
set of action rules of agents. The concept of eco-grammar
system is based on six postulates formulated according to
properties of artificial life:

1. An ecosystem consists of an environment and a set
of agents. Both state of the environment and states
of agents are described by strings of symbols of given
alphabets.

2. In an ecosystem there is a universal clock which marks
time units, the same for all the agents and for the envi-
ronment, according to which agents and environment
evolution is considered.

3. Both environment and agents have characteristic evo-
lution rules which are in fact L systems, hence are ap-
plied in a parallel manner to all the symbols describ-
ing agents and environment; such a (rewriting) step is
done in each time unit.

4. Evolution rules of environment are independent on ag-
ents and on the state of the environment itself. Evolu-
tion rules of agents depend on the state of the environ-
ment (at a given moment, a subset of applicable rules
is chosen from a general set associated to each agent).

5. Agents act on the environment according to action
rules, which are pure rewriting rules used sequentially.
In each time unit, each agent uses one action rule which
is chosen from a set depending on current state of the
agent.

6. Action has priority over evolution of the environment.
At a given time unit exactly the symbols which are not
affected by action (in the environment) are rewritten
(in a parallel manner) by evolution rules.

We have modified basic definitions of eco-grammar sys-
tems by taking closely into account one of the most com-
mon forms of interaction: dialogue. The result is a new
formal model we have called Conversational Grammar Sys-
tems (CGS). CGS offer a framework with a high degree of
flexibility, what means that they are able to accept new
concepts and modify rules, protocols and settings during
the computation. Evolution and action are involved in a
consistent way in environment/contexts, while interaction
of agents with the medium is constant.

2.1 A Multi-Agent System: CGS

Definition 1. A Conversational Grammar System
(CGS) of degree n, n ≥ 2, is an (n+ 1)-tuple:

Σ = (E,A1, ..., An),

where:

• E = (VE , PE),

– VE is an alphabet;
– PE is a finite set of rewriting rules over VE .

• Ai = (Vi, Pi, Ri, ϕi, ψi, πi, ρi), 1 ≤ i ≤ n,

– Vi is an alphabet;
– Pi is a finite set of rewriting rules over Vi;

– Ri is a finite set of rewriting rules over VE ;

– ϕi: V ∗E → 2Pi ;

– ψi: V ∗E × V +
i → 2Ri ;

– πi is the start condition;
– ρi is the stop condition;
– πi and ρi are predicates on V ∗E . We can define the

following special types of predicates. We say that
predicate σ on V ∗E is of:

∗ Type (a) iff σ(w) = true for all w ∈ V ∗E ;
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∗ Type (rc) iff there are two subsets R and Q of
VE and σ(w) = true iff w contains all letters
of R and w contains no letter of Q;

∗ Type (K) iff there are two words x and x′

over VE and σ(w) = true iff x is a subword
of w and x′ is not a subword of w;

∗ Type (K′) iff there are two finite subsets R
and Q of V ∗E and σ(w) = true iff all words of
R are subwords of w and no word of Q is a
subword of w;

∗ Type (C) iff there is a regular set R over VE

and σ(w) = true iff w ∈ R.

2.2 Properties of Agents
According to [5], an agent is anything that can sense and

perform actions upon its environment.
In our formal model, an agent (Ai, 1 ≤ i ≤ n) is identi-

fied at any moment by a string of symbols wi, over alphabet
Vi, which represents its current state. This state can be
changed by applying evolution rules from Pi, which are se-
lected according to mapping ϕi and depend on the state of
the environment.
Ai can modify the state of the environment by applying

some of its action rules from Ri, which are selected by map-
ping ψi and depend both on the state of the environment
and on the state of the agent itself.

Start/Stop conditions of Ai are determined by πi and ρi,
respectively. Ai starts/stops its actions if context matches
πi and ρi. Start/stop conditions of Ai can be of different
types: (a) states that an agent can start/stop at any mo-
ment. (rc) means that it can start/stop only if some letters
are present/absent in the current sentential form. And (K),
(K′) and (C) denote such cases where global context condi-
tions have to be satisfied by the current sentential form.

2.3 Properties of the Environment
According to [16], in situated MASs, the environment is an

active entity with its own processes that can change its own
state, independent of the activity of the embedded agents.
In our model, E represents the environment described at any
moment of time by a string wE , over alphabet VE , called
the state of the environment. The state of the environment
is changed both by its own evolution rules PE and by the
actions of the agents of the system, Ai, 1 ≤ i ≤ n.

Russell and Norvig [12] discuss a number of key properties
of environments that are now adopted by most researchers
in the domain:

• Accessible versus inaccessible: indicates whether the
agents have access to the complete state the environ-
ment or not.

• Deterministic versus nondeterministic: indicates whe-
ther a state change of the environment is uniquely de-
termined by its current state and the actions selected
by the agents or not.

• Static versus dynamic: indicates whether the environ-
ment can change while an agent deliberates or not.

• Discrete versus continuous: indicates whether the num-
ber of percepts and actions are limited or not.

According to this properties, we could classified environ-
ment of CGS as accessible, deterministic, dynamic and dis-
crete.

2.4 Elementary Configurations
In CGS, we define an elementary configuration as a state

in which the system can be at a given time.

Definition 2. A state of a CGS Σ = (E,A1, . . . , An),
n ≥ 2, is an n+ 1-tuple:

σ = (wE ;w1, . . . , wn),

where wE ∈ V ∗E is the state of the environment, and wi ∈
V ∗i , 1 ≤ i ≤ n, is the state of agent Ai.

2.5 Agent Influence on the Environment
Agent influence on the environment in CGS is carried out

through actions that agents perform on the environmental
string. The behaviour of the system in CGS is described as
a sequence of context-change-actions allowed by the current
environment and performed by two or more agents.

Different definitions of action can be found in the litera-
ture of MASs:

• According to [16], the classical approach to deal with
actions is based on the (environmental) transforma-
tion of states, i.e. an action is defined as a transition
state, that is, as an operator whose execution produces
a new state. From an observational point of view, the
result of the behavior or an agent -its action- is di-
rectly modelled by modifying the environmental state
variables.

• For [5], an action is defined as an entity that represents
the agent’s actual sensor or effector. Specification of
the execution of an action is defined via a single acces-
sible operation. Each action’s operation has a set of
preconditions that determine whether or not the op-
eration can be executed. If the preconditions hold the
operation may be executed.

• In [8], an action is a discrete event which change the
state of the environment.

In CGS, an action is defined as the application of a rule on
the environmental string. This rule is applied to the state of
the environment by an active agent, and it is not any rule,
but a rule selected by ψi(wE , wi), that is, a rule (an action)
allowed by the current context and by the state of the agent
itself. We define an active agent in relation to the allowable
actions it has at a given moment. Formally:

Definition 3. By an action of an active agent Ai in
state σ = (wE ;w1, w2, . . . , wn) we mean a direct derivation
step performed on the environmental state wE by the current
action rule set ψi(wE , wi) of Ai.

Definition 4. An agent Ai is said to be active in state
σ = (wE ;w1, w2, . . . , wn) if the set of its current action
rules, that is, ψi(wE , wi), is a nonempty set.

2.6 Environmental Effects on Agents
Conversational grammar systems can be defined as an

environment-based model for multi-agent systems. Up to
now we have seen that everything in our model depend on
the environment: the set of agents that form the system
share a common environment and performs actions on it;
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these actions are selected by function that takes into account
the state of the environment. However, environment in CGS
not only constraint agents’ environment, but it also has a
direct effect on agents’ strings. In fact, during the course
of the computation, agents’ states are modified through the
application of evolution rules that are selected by a mapping
that takes into account only the state of the environment.
Formally,

Definition 5. Let σ = (wE ;w1, . . . , wn) and
σ′ = (w′E ;w′1, . . . , w

′
n) be two states of a CGS. We say that

σ′ arises from σ by an evolution step, denoted by σ e
=⇒Σ σ′,

iff the following conditions hold:

• w′E can be directly derived from wE by applying rewrit-
ing rule set PE ;

• w′i can be directly derived from wi by applying rewriting
rule set ϕi(wE), 1 ≤ i ≤ n.

2.7 Environmental Dynamics
Environmental dynamics in CGS is understood in terms of

context changes. In order to formalize how the environment
passes from one state to another as a result of agents’ actions
we introduce the following definition:

Definition 6. Let σ = (wE ;w1, . . . , wn) and
σ′ = (w′E ;w′1, . . . , w

′
n) be two states of a CGS. We say that

σ′ arises from σ by a simultaneous action of active agents
Ai1 , . . . , Air , where {i1, . . . , ir} ⊆ {1, . . . , n}, ij 6= ik, for
j 6= k, 1 ≤ j, k ≤ r, onto the state of the environment wE ,
denoted by σ a

=⇒Σ σ′, iff:

• wE = x1x2 . . . xr and w′E = y1y2 . . . yr, where xj di-
rectly derives yj by using current rule set ψi(wE , wij )
of agent Aij , 1 ≤ j ≤ r;

• there is a derivation:

wE = w0
a

=⇒
∗
Ai1

w1
a

=⇒
∗
Ai2

w2
a

=⇒
∗
Ai3

. . .
a

=⇒
∗
Air

wr = w′E

such that, for 1 ≤ j ≤ r, πij (wj−1) = true and ρij (wj)
= true. And for f ∈ {t,≤ k,≥ k} the derivation is:

wE = w0
a

=⇒
f

Ai1
w1

a
=⇒

f

Ai2
w2

a
=⇒

f

Ai3
. . .

a
=⇒

f

Air

wr = w′E

such that, for 1 ≤ j ≤ r, πij (wj−1) = true1, and

• w′i = wi, 1 ≤ i ≤ n.

However, as we have already said, the environment in our
model is an active entity with its own processes that can
change its own state, independent of the activity of the
agents. In order to formalize this we recall again the fol-
lowing definition that make explicit how evolution rules of
the environment are applied:

Definition 7. Let σ = (wE ;w1, . . . , wn) and
σ′ = (w′E ;w′1, . . . , w

′
n) be two states of a CGS. We say that

σ′ arises from σ by an evolution step, denoted by σ e
=⇒Σ σ′,

iff the following conditions hold:
1In this latter case the stop condition ρi(wj) = true is re-
placed by the stop condition given the f -mode.

• w′E can be directly derived from wE by applying rewrit-
ing rule set PE ;

• w′i can be directly derived from wi by applying rewriting
rule set ϕi(wE), 1 ≤ i ≤ n.

2.8 Interaction Protocol
According to [5], by executing an operation defined in an

action, an agent can sense or manipulate its environment. In
other words, by performing an action, agents interact with
the environment. Coordination is defined in many ways but
in its simplest form it refers to ensuring that the actions of
independent actors (agents) in an environment are coherent
in some way. The challenge, therefore, is to identify mech-
anisms that allow agents to coordinate their actions. Re-
search to date has identified a huge range of different types
of coordination and cooperation mechanisms, raging from
emergent cooperation, coordination protocols to distributed
planning. In CGS, we define different modes of derivation
that can be seen as the interaction protocol of our multi-
agent system:

Definition 8. Let Σ = (E,A1, ..., An) be a CGS. And
let wE = x1x2...xr and w′E = y1y2...yr be two states of the
environment. Let us consider that w′E directly derives from
wE by action of active agent Ai, 1 ≤ i ≤ n, as shown in
Definition 6. We write that:

wE
a

=⇒
≤k

Ai
w′E iff wE

a
=⇒

≤k′

Ai
w′E, for some k′ ≤ k;

wE
a

=⇒
≥k

Ai
w′E iff wE

a
=⇒

≤k′

Ai
w′E, for some k′ ≥ k;

wE
a

=⇒
∗
Ai
w′E iff wE

a
=⇒

k

Ai
w′E, for some k;

wE
a

=⇒
t

Ai
w′E iff wE

a
=⇒

∗
Ai

w′E and there is no z 6= y

with y a
=⇒

∗
Ai
z.

In words, ≤ k-derivation mode represents a time limita-
tion where Ai can perform at most k successive actions on
the environmental string. ≥ k-derivation mode refers to the
situation in which Ai has to perform at least k actions when-
ever it participates in the derivation process. With ∗-mode,
we refer to such situations in which agent Ai performs as
many actions as it wants to. And finally, t-derivation mode
represents such cases in which Ai has to act on the environ-
mental string as long as it can.

One way of getting transitions with no gap and no over-
lap in CGS is to endow agents with an internal control that
contains start/stop conditions that allow agents to recog-
nize places where they can start their activity, as well as
places where they should stop their actions and give oth-
ers the chance to act. This is, start/stop conditions help
agents to recognize transition relevance places, i.e. places
where speaker change occurs. Start/stop conditions have
been formally defined in Definition 1.

2.9 Output of the System
In CGS, computation implies that both the state of the

environment and state of agents change. Such changes take
place thanks to two different types of processes: action steps
and evolution steps. By means of the former, active agents
perform actions on the environmental string modifying its
state; the latter imply the reaction of context and agents
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which, according to the changes produced by agents’ actions,
modify their states. So, action steps and evolution steps
alternate in the course of the computation. At the end, what
we have is a sequence of states reachable from the initial state
by performing, alternatively, action and evolution derivation
steps:

Definition 9. Let Σ = (E,A1, . . . , An) be a CGS and
let σ0 be a state of Σ. By a state sequence (a derivation)
starting from an initial state σ0 of Σ we mean a sequence of
states {σi}∞i=0, where:

• σi
a

=⇒Σ σi+1, for i = 2j, j ≥ 0; and

• σi
e

=⇒Σ σi+1, for i = 2j + 1, j ≥ 0.

Definition 10. For a given CGS Σ and an initial state
σ0 of Σ, we denote the set of state sequences of Σ starting
from σ0 by Seq(Σ, σ0).

The set of environmental state sequences is:

SeqE(Σ, σ0) = {{wEi}∞i=1 | {σi}∞i=0 ∈ Seq(Σ, σ0),
σi = (wEi;w1i, . . . , wni)}.

The set of state sequences of the j-th agent is defined by:

Seqj(Σ, σ0) = {{wji}∞i=1 | {σi}∞i=0 ∈ Seq(Σ, σ0),
σi = (wEi;w1i, . . . , wji, . . . , wni)}.

Seq(Σ, σ0) describes the behavior of the system, this is,
the possible state sequences, directly following each other,
starting from the initial state. SeqE(Σ, σ0) and Seqj(Σ, σ0)
are the corresponding sets of sequences of the states of the
environment and of the states of j-th agent, respectively.

Now, we associate certain languages with an initial con-
figuration:

Definition 11. For a given CGS Σ and an initial state
σ0 of Σ, the language of the environment is:

LE(Σ, σ0) = {wE ∈ V ∗E | {σi}∞i=0 ∈ Seq(Σ, σ0),
σi = (wE ;w1, . . . , wn)}.

and the language of j-th agent is:

Lj(Σ, σ0) = {wj ∈ V ∗A | {σi}∞i=0 ∈ Seq(Σ, σ0),
σi = (wE ;w1, . . . , wj , . . . , wn)}.

for j = 1, 2, . . . , n.

LE(Σ, σ0) and Lj(Σ, σ0) correspond to those states of the
environment and to those states of the j-th agent, respec-
tively, that are reachable from the initial configuration of
the system.

Figure 1 gives a graphic idea of CGS.

3. EXAMPLE

Example 1. Consider the following CGS:
Σ = (E,A1, A2), where:

• E = (VE , PE),

– VE = {a, x, y};
– PE = {a→ b2, b→ a2, x→ x, y → y}.

AGENTS

P1 P2
. . . Pn

evolution
rules

w1 w2 . . . wn description

R1 R2
. . . Rn

action
rules

______ ____________________ _
wE description

PE

ENVIRONMENT

evolution
rules

-ϕ1 -ϕ2 -ϕn

- - -

?? ?? ??

?ψ1 ?ψ2 ?ψn

? ? ?

6666 66

Figure 1: Conversational Grammar Systems.

• A1 = (V1, P1, R1, ϕ1, ψ1, π1, ρ1) with:

– V1 = {c};
– P1 = {c→ c}; R1 = {a→ x};
– ϕ1(w) = P1 for every w ∈ V ∗E ;

– ψ1(w;u) = R1 for w ∈ {a, x, y}∗ and u = c, oth-
erwise ψ1(w;u) = ∅;

– π1 = true for all w ∈ V ∗E ; ρ1 = true for all w ∈
V ∗E .

• A2 = (V2, P2, R2, ϕ2, ψ2, π2, ρ2) with:

– V2 = {d};
– P2 = {d→ d}; R2 = {b→ y};
– ϕ2(w) = P2 for every w ∈ V ∗E ;

– ψ2(w; v) = R2 for w ∈ {b, x, y}∗ and v = d, oth-
erwise ψ2(w; v) = ∅;

– π2 = true for all w ∈ V ∗E ; ρ2 = true for all w ∈
V ∗E .

PE , P1 and P2 contain rules of an 0L system applied in a
parallel way. Rules in R1 and R2 are pure context-free pro-
ductions applied sequentially. Let us suppose that the sys-
tem is working in the arbitrary mode ∗. And let us take
σ0 = (a3; c, d) as the initial state of Σ. Then, a possible
derivation in Σ is the following one:

(a3; c, d)
a

=⇒∗
Σ (a2x; c, d)

e

=⇒∗
Σ (b4x; c, d)

a

=⇒∗
Σ

(yb3x; c, d)
e

=⇒∗
Σ (ya6x; c, d)

a

=⇒∗
Σ (ya2xa3x; c, d)

e

=⇒∗
Σ . . .

Notice, that we alternate action and evolution steps. At
every action step one of the agents rewrites one symbol of
the environmental state, while in evolution steps both envi-
ronmental and agents’ states are rewritten according to 0L
rules.

In this section, we have just offered a formal example of
how CGS works. Space limitations prevent us from offering
a more illustrative example of CGS possible applications.
The reader can see [2] for a more detailed application of
the model. In [2], by combining CGS with the Multi-Agent
Protocol (MAP) introduced in [15] language, we present a
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simple formal device that could be used for the design of
dialogue systems with limited human-like behaviour.

CGS offers a model with a high degree of flexibility where
strings can be modified during running time, allowing to
dynamically alter agent behaviour according to the context
changes. Taking into account that human-computer inter-
faces require models of dialogue structure that capture the
variability and unpredictability within dialogue, we claim
that CGS may offer a useful formalism for the field of com-
puter dialogue systems. CGS may be used as a formal-
language interaction protocol for agent communication and
may contribute to the building of better human-computer
dialogues through a simulation of human language use.

4. FINAL REMARKS
Many authors have emphasized the importance of envi-

ronment in multi-agent systems. In [5], it is said that all
multi-agent systems methodologies should provide a robust
way to define the interaction of agents with their environ-
ments. According to [14], the concept of an environment for
multi-agent systems is being recognized as a promising re-
search area. The research on MAS environments originates
from realizing the benefits and potential of making the en-
vironment explicit. Most agent-oriented design methodolo-
gies focus on goals and decision processes and neglect the
environment explicitly. In this paper, we have introduced
a formal framework for modelling multi-agent system’s in-
teractions with its environment. CGS can be defined as an
environment-based model due to the fact that everything
in the system depends on the environment which controls
actions agents can perform, changes the state of the agents
and contains the output of the system.

One of the main advantages of our model is that it is pre-
sented in formal and non ambiguous terms. According to
[8], formalization provides clarity in characterizing the na-
ture of concepts. There is a demand of formal modelling
with the need for implementation by providing clear and
unambiguous definitions of state and operations on state
which provide the basis for program development. We need
to be formal to be precise about the concepts we discuss,
yet we want to remain directly connected to issues of imple-
mentation. Conversational Grammar Systems are based on
a consolidated and active branch in the field of formal lan-
guage theory, so they offer a highly formalized framework
that seems to be quite easy to implement, due to the sim-
plicity of the formalism and the computational background
of the theory we use. Achieving a valid and simple compu-
tational implementation of this model is the major research
line for the future.
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