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SOME APPLICATION AREAS

CONSUMER PRODUCTS (CAMERAS,
CAMCORDERS, WASHING
MACHINESetc.)

INDUSTRIAL PROCESS CONTROL
PATTEREN RECOGNITION
MEDICINE

MANAGEMENT

FINANCE

Advantages of Fuzzy L ogic

Lower cost of devel opment
Close to human intuition
Conceptually easy to understand
Flexibility

Working of Fuzzy
Inference System

APPLY FUZZY

OPERATORS

AGGREGATE ALL
OUTPUTS

— T

DEFUZZIFY

—

Fuzzy Modeling Process
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Fuzzy Modeling I dentification:
Some | ssues

* Selecting the type of fuzzy model

» Selecting input and output variables for the model
» Choosing the structure of membership functions
» Determining the number of fuzzy rules

* Identifying the parameters of antecedent and
consequent membership functions

» Defining some performance criteriafor evaluating
fuzzy models

Fuzzy Modeling | dentification Process

Linguistic
and/or

Structure L] Parameter

Numeric
Informati
on

== Model Validation

" Identification Estimation

10

FUZZY RULE-BASED MODELING APPROACHES

[

11

BIOLOGICALLY INSPIRED FUZZY
MODELING TECHNIQUES

Genetic Algorithms
Neural Networks
Immune Algorithms

Swarm Intelligence
— Particle Swarm Optimization
— Ant Colony Optimization

12
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Swarm Systems

Swarm Systems

13

14

Swarm Systems

15

Swarm Intelligence

A property of a system of unintelligent
(seemingly dumb) agents of limited
individual capabilities, exhibiting intelligent
behavior.

* Intelligent behavior emerges generally from
indirect communication and collaboration

16
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Particle Swarm Optimization:
Preliminaries

17

Inspiration for the PSO

BIRDS
to
BOIDS

18

Boids

Movements of flocks of birds

— simplein concept, yet visually complex

— seem random, yet synchronized

Flocking of birdsinvestigated by Craig Reynolds.

A formuladerived to describe the movement of
birds.

Simulation of virtual birds, called boids, based on
this formula.

19

Boid Algorithm

» A clumping force keeps the flock together.

—i.e. each boid wants to be in the center of the
flock.

» Each boid tries to match velocity with the
rest of the flock.

» The boidstry to avoid collisions with other
boids.

20
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Origin of PSO

PSO

» Kennedy and Ebenhart devised away to use
the Boids concepts for optimization.

» After modifying the Boids algorithm to
eliminate unnecessary details, the Particle
Swarm Algorithm was obtained.

21

PSO can be easily implemented, and is
computationally inexpensive.

Population of potential solutionsis used to
probe the search space.

No crossover or mutation.

Particles change their position in search
space instead of generating new particles.

22

Propertiesof Particles

» Each particleis situated at a point in the
search space. i.e. it has a position vector.

» An adaptive velocity step determines the
next position at each iteration.
* Particles have memory, which stores

— Co-ordinates of the Best Position the particle
has visited
— Co-ordinates of the Best particle in the flock.

23

The PSO Algorithm

» The movement of each particle is governed

by

— Its present Position and Velocity (momentum
part).

— Accdleration towards the previous best position
(cognitive part).

— Acceleration towards the best particlein the

swarm (social part).

24
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The PSO Algorithm

25

Weighted PSO

Weight factor H Two acceleration constants ‘

\

0l ) He 3 ol — ).

{ Constriction Factor ‘

26

Many variants of PSO Algorithm has been
proposed

27

PSO for Fuzzy Models I dentification

| dentification Process
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Fuzzy Mode Identification using PSO
as an Optimization Engine

1 2 3
Objective Defining Optimization engin
Optimal Fuzzy Model Fitness/Objective PSO searches
Identification from the function and the :> for the fuzzy model

available data constraints parameters

f6 o]
Yes ﬁ No
Termination Criteria Fitness
met? Evaluation

Typesof Fuzzy Models

*Mamdani-type fuzzy models
*Takagi-Sugeno fuzzy models
*Singleton fuzzy models

29
Encoding M echanism
Antecedent Parameters -~ Rules Mapping
- 13- 11 [
Consequent
Parameters
31

30
Encoding M echanism
Fixed
Parameters to be modified
32

3290



GECCO 2007 Tutorial / Particle Swarm Optimization for Fuzzy Models

Particle Dimensions

i

Input Variable #1

2m-2

Particle Representing Mamdani Fuzzy M odel

Input Variable#2

2m,-2

Input Variable#n

2m;-2

Output Variable

Rulebase
(rule number)

Input Variable #1 Input Variable#2 Output Variable
Encoding
method for
member ship
functions
\ dT/dt Encoding
ct method for
1 2 3 logic rules
1 Rulel |\ Rule2 Rule:7/
T 2| Rue4 ['Rues | Rueb
3 Rule7 | Rule8 | Rule9
34

n n
Particledimensionsfor representing Mamdani fuzzy model = Y (2mI -2)+(2t-2)+ [1 m
i=1 i=1
[l The shaded blocks represent the parameters modified through PSO 33
Particle Representing Singleton Fuzzy M odel
Input Variable #1 Input Variable#2 Output Variable
Encoding
method for
member ship
functions
\ dT/dt Encoding
ct method for
1 2 3 logicrules
1 Rulel | Rule2 Rule:7/
T 2| Rue4 ['Rues | Rueb
3 Rule7 | Rule8 | Rule9
35

Particle Representing Mamdani Fuzzy Model (Casell)

First MF of first Last MF of Last
input variable input variable
Start | End | Type Stant [ End | Type | Start | End [ Type | ... [ Start [ End | Type | | . | | |
MF | MF | MF MF | MF | MF | MF | MF | MF MF | MF | MF
First MF of Last MF of

MF — Membership Function

output variable output variable

Antecedent Parameters Consequent Parameters Rules Mapping

Particle representing Mamdani fuzzy model where MF parameters,
MF types and rule consequents can be modified through PSO
Algorithm

36
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Particle Representing Mamdani Fuzzy Model (Caselll)

= : : Rule Flag Rules
First MF of first Last MF D.fLﬂ)l 1: Rule included Consequents
input variable input variable 0 Rule excluded
.
Stant | End | Type Start | End | Type | Start | End | Type Start | End | Type rd
MF | MF | MF MF | MF | MF MF | MF | MF MFE | MF | MF
MEF - Membership Function e Last MF of First s
output variable cutput variable Rule Rule
Antecedent Parameters Consequent Parameters Rules Mapping

Particle representing Mamdani fuzzy model where MF parameters,
MF types, rule consequents and rule-set can be modified through
PSO Algorithm

A Framework for Fuzzy M odels | dentification through PSO

{

Define operating/strategy parametersfor PSO algorithm;
Iteration =0;

Create initial swarm of particles;

whileiteration £ Number of iterations (or some other termination
criteria)

{
Constrain Swarm;
Build fuzzy model for each particle;
Evaluate each fuzzy model and calculate M SE using (3.1)
Update all the particlesasper (5.1) and (5.2)
Iteration=Iteration+1;

}

end

38

37
Simulation Results
Swarm Size T30
[terations 2500
Cy 2
[ 2
Wi (Inertia weight at the start of PSO run) 0.9
Weg (Inertia weight at the end of PSO run) 03
may 75
SIMULATION RESULTS
Model MSE of Fuzzy Model Simulation
corresponding to Swarm'’s time
ghest
After 1* After 2500
Iteration Iterations
Mamdani 12.10 0.0488 19.424
hours
Singleton 46.95 0.1118 16.633
hours
39

Surface Plots

Surface plot generated from the input-output data

Surface plot for theidentified Mamdani fuzzy model Surface plot for theidentified Singleton fuzzy model
40
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PSO Fuzzy Modeler for Matlab ( Toolbox)

MF —Membership Function
MSE —Mean Square Error

randomParticle  limitSwarm, limitParticle, limitMFs, limitRules GetFIS
[[Panicem_| [ timit Parices._| Build Fuzzy Model for each Particle of
e
[ Patiderz_| [ Limit Paricle 12
Limit Rules ] > l l ¢
.................. T ~rn
p— # w N
l Particle #iN l l Limit Particle #N ]
. .
Fuzzy Fuzzy Fuzzy
Model Mode Model
N - Swarm Size # w2 N

Experimental
Data

PSO Algorithm

Optimized Fuzzy
Matlab toolbox modules Model

|

PSO Fuzzy Modeler for Matlab
( Organization of various modules)

P50 Fuzzy Modeler for Matlab

MATLAR functions
Tmplementing P50 Toalbax for
methadology for MATLAR
Identifying Fuzzy Models

+——  PS0 parameters
Graphical User Interface Fuzzy Model Type

#—— Data Path

u

Optimized fuzzy model i
(fis file) m

Taguchi Method for Identification of PSO parametersfor

improvement of Fuzzy Modes

Define the problem!|
and the objective

41

PSO Fuzzy Modeler for Matlab ( GUI)
4 P50 Fusey Modeller for MATLAH
- PS0 Options Waights

Swearm Size ‘Waights : Corrslant J

Mo of ilerations Constant Weight :

Uppies Lirnat

| Strategy Parameters fizroliT

CA{Cogntme Accel )

C2(Bockl Aecel ) : Training Data [Excel Filg]

Wim : Data Oin Sicuree Fiskiame Drowse |

W =] [ stan Simulstion [ hep |
43

Identification of Phase|
control factors and (Planning)
levels
Design the
experiments
Conduct of Phasel|
Experiments (Conducting)
and data collection
DataAndysis
Phaselll
(Analysi
Optimum levels (Analysis
determination for
factors
Validation Phase IV
experiment (Validation)
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Some Features of Taguchi Method

Some Features of Taguchi Method (Contd.)

The fundamental principle of Taguchi method, which is an important
tool for robust design, is to improve the quality of a product by
minimizing the effect of the causes of variation without eliminating
the causes

Two major tools used in the Taguchi method are the orthogonal array
(OA) and the signal to noiseratio (SN Ratio)

OA is a matrix of numbers arranged in rows and columns. Each row
represents the level of factors in each run and each column represents
a specific level that can be changed for each run

The array is called orthogonal because al columns can be evaluated
independently of one another

SN Ratio is indicative of quality and the purpose of the Taguchi
experiment is to find out the best level for each operating parameter
such that SN Ratio is maximized (or minimized)

The OAs of Taguchi method are fractional factorial designs that are
used to study a large number of parameters with a small number of
experiments. On the other hand, the full factorial design which
represents the traditional or classical approach requires running all
possible combinations

46

Factors, Corresponding Parametersand their levels

45
Taguchi Method
L ,(b&
Numper of I Number of columns
experiments Number of levels
Orthogonal Array
47

mio|lO|m|>
R

1 2 3 4
A 0.5 1 15 2
B 0.5 1 15 2
C 0.9 1 15 2
D 0.1 0.2 03 04
E 50 75 100 125
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Matrix Experiments

Response Table
Level Factor
A B C D E
1 8.7844 30.5642 52.0798 89.4952 8.0148
2 18.2159 15.3737 65.1515 8.7334 90.8974
3 93.9263 25.6458 39.4098 66.0714 80.0801
4 67.0342 116.3770 31.3197 23.6609 8.9684

50

Experiment Factor
Number
C D MSE SN Ratio
(10/MSE)
1 1 1 1 1 1 10.229 0.9776
2 1 2 2 2 2 10.2068 0.9797
3 1 3 3 3 3 0.3122 32.0307
4 1 4 4 4 4 8.6988 1.1496
5 2 1 2 3 4 9.8942 1.0107
6 2 2 1 4 3 6.8983 1.4496
7 2 3 4 1 2 0.1479 67.6133
8 2 4 3 2 1 3.584 2.7902
9 3 1 3 4 2 0.1105 90.4977
10 3 2 4 3 1 0.3739 26.7451
11 3 3 1 2 4 7.1799 1.3928
12 3 4 2 1 3 0.0389 257.0694
13 4 1 4 2 3 0.3359 29.7708
14 4 2 3 1 4 0.3094 32.3206
15 4 3 2 4 1 6.4665 1.5464 o
16 4 4 1 3 2 0.0489 204.4990 7
Response Graphs

120

SN Ratio

8 3

} A

AL A2 A3 A4

Bl B2 B3 B4

c1cz c3 ca

D1 D2 D3 D4

El E2 E3 E4

51

Taguchi Method for optimization of PSO parametersfor
improvement of Fuzzy Models

B

Confirmatory Experime

0 1

5

52
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Comparison of Computational Efforts
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Full Factorial | Fractional Factorial
Design Design (Taguchi
(Traditional) | Method)
Timefor 1 19.424 hours | 19.424 hours
experiment
Total number of | 1024 16
experiments (4°) (with L 4(4%) OA)
(5factors, each
with 4 levels)
Total timefor 828.16 days 12.94 days
experimentation
53
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