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ABSTRACT
Identification of Transcription Factor Binding Site (TFBS)
motifs in multiple DNA upstream sequences is important
in understanding the mechanism of gene regulation. This
identification problem is challenging because such motifs
are usually weakly conserved due to evolutionary variation.
Exhaustive search is intractable for finding long motifs be-
cause the combinatorial growth of the search space is ex-
ponential, thus heuristic methods are preferred. In this pa-
per, we propose the Genetic Algorithm with Local Filtering
(GALF) to address the problem, which combines and uti-
lizes both position-led and consensus-led representations in
present GA approaches. While position-led representation
provides flexibility to move around the search space, it is
likely to contain some “false positive” sites within an indi-
vidual. This problem can be overcome by our local filtering
operator, which employs consensus-led representation, while
it needs less computation than alignments used in conven-
tional consensus-led approaches. Thus both efficiency and
accuracy can be achieved. The experimental results on real
biological data show that our method can identify TFBSs
more accurately and efficiently than other methods includ-
ing GA-based ones, and is able to deal with relaxed motif
widths with superior correctness.

Categories and Subject Descriptors
I.2.8 [ARTIFICIAL INTELLIGENCE]: Problem Solv-
ing, Control Methods, and Search—Heuristic methods; J.3
[LIFE AND MEDICAL SCIENCES]: Biology and ge-
netics

General Terms
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1. INTRODUCTION
Transcription Factor Binding Sites (TFBSs) are small nu-

cleotide fragments in the promoter regions of genes within
DNA sequences. TFBS is a crucial component in gene regu-
lation, which affects the transcription process and finally the
phenotype of organisms. Specifically, when certain protein
called Transcription Factor binds the TFBS in the promoter
region of the corresponding sequence, the transcription pro-
cess is signaled and initiated. On the other hand, when
other competing molecule interacts with the binding site so
that the transcription factor fails to bind it, the transcrip-
tion process will be inhibited. So it is important to identify
those TFBSs in DNA sequences to decipher the mechanism
of gene regulation.

So far the biological experiments such as DNA footprint-
ing [5] and gel electrophoresis [6] have still been the most
reliable and accurate methods, but they are especially ex-
pensive and very time-consuming. Alternatively, computa-
tional methods, namely de novo TFBS identification, have
been proposed thanks to the availability of a great number of
sequencing data. The fact is that a set of sequences carrying
co-expressed genes, which are homologous genes expressed
in different organisms, will have similar patterns of TFBSs,
and these patterns can be generalized as a consensus, or
a motif. And the more similar is a TFBS to the consen-
sus, the stronger is the binding strength, which indicates
a more significant promoter [8]. Thus with a collection of
upstream sequences of the co-expressed genes (the sequence
cut out before the genes. Notice this is a general case, for
more sophisticated cases please refer to [23]), it is possible
to discover TFBS motifs by comparing these sequences and
extracting the similar small subsequences or fragments from
each sequence.

However, the challenge lies in that subject to evolution
and mutation, these motifs are weakly conserved, rendering
simple string comparison methods helpless. On the other
hand, exhaustive search of all combinations are not feasible
due to the exponential growth of computation along with
the increasing problem size. Thus constrained deterministic
methods and heuristic methods are proposed. Deterministic
methods with constraints model the problem as (l, d) motif
discovery problem and employ approximate string matching
algorithms (e.g. [2]). Here l is the length of the target motif
and d is the maximal errors (usually substitutions in this
problem) allowed between two extracted fragments. How-
ever, in real application, d is usually poorly defined. With
a small d, weakly conserved motifs will be missing, while
with a large d, the “over predict” problem is introduced
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– a large amount of false positives will be produced. In
addition, such methods often do not distinguish the qual-
ity between all outputs, and as a result further analysis
is needed. Heuristic Multiple Sequence Alignment (MSA)
methods also provide some insight into the problem because
similar fragments are aligned together and they may be mo-
tifs. However, they do not generalize the aligned sequence
data either, so they are also of limited help to the TFBS
identification problem. Specifically for motif discovery, ma-
chine learning methods are proposed such as Expectation
Maximization (e.g., MEME [1]), stochastic Gibbs sampling
[15, 13] and Hidden Markov Models [21]. They show some
particularly useful applications to locate the motifs we are
interested in. The potential drawbacks of these methods
include that they are sensitive to initial parameter setting,
and that they may be trapped in local optima since many
of them perform local search only [17]. Another caution is
that with the employment of training data, they may bias
those data because well annotated data are especially not
sufficient for the current time, and thus may not reflect the
complete biological truth.

Promisingly, evolutionary computation (EC) methods [4],
especially genetic algorithms (GAs) [14, 3, 7, 18, 19, 22] are
proposed to deal with TFBS identification problem. There
are several advantages of GA compared with the conven-
tional motif discovery methods [17]. First of all, GA car-
ries out global search rather than local search, which is
more likely to locate the global optima though it is not al-
ways guaranteed. Many conventional Bioinformatics meth-
ods (e.g. typical MSA, Expectation Maximization) perform
local search and tend to converge to sub-optimal results,
which often provide no biologically meaningful information.
Secondly, as a general-purpose method, GA is also advan-
tageous in the flexibility of representation and scoring. For
example, fitness function can be based on probability dis-
tributions or on the similarity of substrings, which can get
rid of the bias of training patterns. Thirdly, though GA
is relatively slow compared with some heuristic methods,
GA provides good scaling property when the problem size
grows typically large. And this is appropriate for the real
case where the lengths of sequences can vary from a hun-
dred base pairs (bp) from prokaryotes to tens of thousands
bp from eukaryotes.

The GA methods for TFBS identification can be catego-
rized into two types by the different representations. The
consensus-led approaches [19, 14, 18] are the ones in which
the individual is encoded as the potential consensus, repre-
sented by A, T, C and G. On the other hand, the position-led
approaches [3, 22] are those whose individual representation
is an array storing the possible starting positions of TFBS
in each sequence. The individuals of consensus-led meth-
ods can be randomly generated or picked up randomly from
the subsequences with motif length among all the input se-
quences. One disadvantage of consensus-led approaches is
that they require scanning all sequences to align each one
to the consensus when evaluating a single individual, which
imposes intensive computational load. Additionally, when
the consensus happens to be a shifted version of the true
one, they have no easy techniques to correct the consen-
sus. Position-led approaches have more flexibility to move
around the search space compared with consensus-led ones,
because it is free to change any starting position, which con-
sequently changes the motif configuration, and it is easy to

shift the motif by changing all positions with a same small
step. However, the representation cannot provide a global
view of the quality of each TFBS position and cannot get
rid of a small portion of the unsuitable positions easily.

In this paper, a new GA is proposed to complement the
position-led and consensus-led representations, which not
only makes use of their advantages but also tries to avoid
their drawbacks. The proposed position- and consensus-led
Genetic Algorithm with Local Filtering (GALF) maintains
the flexibility of position representation and at the same
time employs the consensus concept to guide local filtering
for efficient refinement of the TFBS motifs. We evaluate the
GALF and compare it with several methods including other
GAs, and the experimental results show that our method
is both accurate and efficient in the identification of real
TFBSs.

The remainder of the paper is organized as follows. The
following section gives details about the GALF approach.
In Section 3, the experimental results will be reported. Sec-
tion 4 discusses some issues of concern and we conclude this
paper in Section 5.

2. THE PROPOSED APPROACH
In GALF, the basic representation of position-led type

is maintained for its flexibility to explore the search space
easily. The final fitness function is also calculated based
on the position-led individuals. Meanwhile, the consensus
with respect to an individual is also considered, and similar-
ity scores are calculated and used for local filtering. Those
“false positives” within an position-led individual in terms
of similarity to the consensus will be filtered out, and the
particular sequences will be scanned to choose a best re-
placement by local search. By doing this an individual can
be refined efficiently.

2.1 Representation
For an individual, the basic representation is the position-

led one, which is an array storing the starting position in
each sequence. We use integer instead of binary encod-
ing. Starting from each position in an individual, a subse-
quence with the motif width can be extracted, and is called
a motif instance. The consensus of an individual is repre-
sented by a Position-specific Weight Matrix (PWM) gen-
erated from the motif instances. Each cell in the PWM
indicates the normalized frequency of the nucleotide in a
particular position of the motif instances. An example of
the two different representations is illustrated in Figure 1.
For instance, the cell at the first row and the first column is
the frequency of nucleotide A in motif position 1, which is
(1 + 0 + 1 + 0 + 1)/5 = 0.6.

2.2 Fitness Evaluation
The fitness function we adopt for each individual is its

information content [20]. It is widely employed (e.g. [3, 20])
or slightly revised (e.g. [18, 10]) to evaluate the potential
motifs. For each position i in the extracted motif instances,
the positional information content is

ICi =
X

b

fb log
fb

pb
(1)

where fb is the observed frequency of nucleotide b on the
column and pb is the background frequency of the same nu-
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           1      2      3      4      5      6      
A       0.6   0.2   0.0   0.8   0.0   0.2
T       0.2   0.0   1.0   0.0   0.0   0.0
C       0.0   0.2   0.0   0.2   0.2   0.6
G       0.2   0.6   0.0   0.0   0.8   0.2

An position-led 
individual

Extracted motif
instances

The consensus

Similarity
scores

Figure 1: The position and consensus representa-
tions of an artificial individual and the similarities
of its motif instances to the consensus

cleotide. The summation is taken over the four possible
types of nucleotides (b ∈ {A, T, C, G}).

And the fitness is the sum of positional information con-
tent which has the following form:

fitness =

WX

i=1

ICi (2)

where W is the motif width.
Though known regulatory motifs do not always have high-

est information content at every base position [10], the sum
of positional information content is till a good measure to
reflect the overall conservations since for the moment no
completely satisfactory measurement exists. And since we
focus on the strongest motifs in each sequence, it is tolerant
that the less conserved motifs with relatively lower informa-
tion content are ignored for the moment and it is easy to
rediscover them in the post-processing, which is considered
in the discussion part.

As for the consensus representation, we use the similarity
score to pick out those “false positives” of motif instances
from a position-led individual. The instance similarity is
calculated as the sum of the score of each corresponding
letter in the PWM of the consensus:

similarity =

WX

i=1

PWM(bi, i) (3)

where bi is the nucleotide in position i of the motif in-
stance, and PWM(bi, i) is the score of bi at position i in
the PWM.

The artificial example is shown in the right part of Fig-
ure 1. For example, the score of the second motif instance
TCTAGC is calculated as 0.2+0.2+1.0+0.8+0.8+0.6 = 3.6.

2.3 Selection and Genetic Operators
for Reproduction

Binary tournament is employed for parent selection. In
particular, when choosing a parent, we randomly pick up
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Figure 2: Mutation and crossover in reproduction

two individuals and choose the one with higher fitness. The
purpose is to maintain appropriate selection pressure un-
der which some of the currently unfit individuals have the
chance to reproduce and may yield robust offspring in fur-
ther generations.

For reproduction, single-point mutation for a single par-
ent and single-point crossover for double parents are applied.
Mutation and crossover are performed with a totaling prob-
ability of 1. While mutation is chosen, one of the posi-
tions of the single parent will be shifted randomly. While
crossover is applied, a crossover point is chosen at random
from [1, SeqNum − 1], where SeqNum is the number of se-
quences. Then the segments of the two parents after the
crossover point are swapped, yielding two children. One of
them will be chosen at random as the offspring. The two
genetic operators are illustrated in Figure 2. Multi-point
mutation and crossover are also possible, but we just keep
the single-point ones for we have local filtering to perform
variations in the manner of directly improving the quality
of an individual. After reproduction to generate offspring,
the population is increased by a half for replacement.

2.4 Local Filtering Operator
One of the feature operators in GALF is the local filter-

ing operator, which can filter out the “false positives” in a
position-led individual in terms of the motif instances simi-
larities to the consensus.

One dilemma of position-led GA approaches is that an
individual may be made up of a portion of well located po-
sitions carrying highest similarities between the correspond-
ing motif instances, but yet another portion is “false pos-
itives” which are poorly aligned to the consensus. Under
such situation, genetic operators cannot efficiently escape
from the local optimum because if any one or more mem-
bers in the best portion are affected, the fitness may degrade
significantly. And modifying those “false positives” purely
by genetic operators can take generations. So it is desirable
if the well identified portion can be distinguished from those
“false positives”. Consensus-led approaches achieve this by
aligning all the sequences to the consensus in each genera-
tion [19, 14, 18], which imposes heavy computation. Yet it
is challenging to have a criterion to determine the “false pos-
itives” in a position-led representation, though it provides
more flexibility to vary than the consensus-led one.

In GALF, this problem is handled by the local filter-
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ing based on the consensus represented by PWM. Firstly,
the motif instances within an individual is ranked by their
similarity scores to the consensus. Secondly, the sequence
containing the instance with the lowest similarity score is
scanned. Among all possible starting sites of the instance,
the one giving the best similarity to the consensus is chosen.
If the rank does not change, which means this best instance
is not better than its originally preceding instance from the
other sequence in terms of similarity score, then the local
filtering is stopped. Else the preceding instance is now the
worst, and the sequence containing it is selected and scanned
as is in the first step. This is iterated until the rank does not
change or the sequence containing the originally second best
instance is scanned. Notice that the PWM won’t be updated
before the local filtering is finished for two purposes. One is
to save computational load compared with on-line update,
and the other is to try not to be too greedy. On-line update
may also be tried and tested. The pseudo-code is shown in
Table 1.

Take Figure 1 as an example, after sorting the similar-
ity scores, the instance from sequence 4 is the worst (2.6)
and its preceding one (3.6) is from sequence 2. So sequence
4 is scanned for the best instance against the consensus.
Suppose AGTAGG (4.0) is found, since it is better than
TCTAGC (3.6) from sequence 2, sequence 2 is scanned until
for some sequence, the best instance found is still worse than
its preceding one. For example, if the best instance in se-
quence 2 is not better then its preceding instance AGTACC
(3.8) from sequence 3, local filtering is stopped.

This local search operator avoids the difficulty to deter-
mine the “false positives” by thresholds, but rather filter
them by scanning the portions with worst similarity scores
to the consensus iteratively. This technique does not re-
quire the full scan of all sequences in the consensus-led ap-
proaches. When an individual is subject to the evolutionary
process, only a small number of “false positives” need to be
filtered and only a few sequences need to be scanned. Since
this operator is greedy to some degree, in order to keep
the contribution of evolutionary process, it is only triggered
once after certain generation intervals and applied to those
newly generated or modified individuals which have never
been filtered before.

2.5 Replacement Strategy
Replacement is applied to keep the population size to be

constant after the increase of individuals during reproduc-
tion. Before replacement, all duplicate individuals will be
removed to avoid too fast take-over. This is done by as-
signing an arbitrarily low fitness to those duplicates. The
replacement strategy used here is K-tournament from [4].
Each individual competes with K randomly chosen other
individuals, and scores a win if its fitness is higher than its
competitor. K is user defined and we fix it 10 in our im-
plementation. The number of wins of each individual are
recorded and ranked, and when there is a tie in the number
of wins between two different individuals, they are re-ranked
by their fitness. Those whose final rankings are beyond the
desired population size will be eliminated. Different from
elitism directly on the fitness values, this scheme maintains
some individuals which are not current elitists to fertilize
with mutation or crossover in the future generations.

Table 1: Pseudo-code of local filtering operator

Input: Individual P
Notation: Pi is the position of Sequence i in P ;

S(Pi) is the similarity score of the motif instance
extracted from Pi; Seq is the sequence number.

LOCAL FILTER(P )
{

Sort the motif instances of P by S(·) and obtain
their sequence indices Ind(1), Ind(2), ... Ind(Seq)
(S(PInd(1)) is the highest score and
S(PInd(Seq)) is the lowest)
for k = Seq to 2, k −−
{

Scan sequence Ind(k) to get the best S(P ′
Ind(k));

PInd(k) = P ′
Ind(k);

if (S(PInd(k))<=S(PInd(k−1)))
Break;

}
}

Table 2: Pseudo-code of shift operator

Input: Individual P , maximal possible shift S
SHIFT(P ,S)
{

for k = 1 to S, k + +
{

Pk+ = Shift P by +k;
Pk− = Shift P by −k;
if (fitness(Pk+)>fitness(P ) AND

fitness(Pk+)>=fitness(Pk−))
Return Pk+;

if (fitness(Pk−)>fitness(P ) AND
fitness(Pk−)>fitness(Pk+))
Return Pk−;

}
Return P ;

}

2.6 Shift Operator
The “Phase Problem”, stating the situation that the so-

lution is a shifted version of the global optimum [13], is also
under consideration. A shift operator is applied to deal with
it. When the individual with best fitness stagnates, which
means it does not change after certain generations (we set it
as the generations of stagnation), a small number of shifts
(all of the positions of the individual are moved in either
direction by the same bases) are tested for improvement of
fitness. Based on the gain of fitness, the smallest shift with
positive gain will be chosen. If both directions of the same
shift number achieve improvement, we choose the direction
with better gain. The pseudo-code of shift operator is shown
in Table 2. This moderate shift operator is to prevent a dras-
tic shift which may drag the solutions to local optima too
fast before convergence. While the fittest individual is really
slightly shifted from the global optimum, shifts performed
after several times of stagnation are enough to lead it to the
correct location.

380



Generate initial population by randomly setting the 
starting position in each sequence for each 

individual

Evaluate the fitness and perform replacement 
based on K -tournament

Converge or reach the 
maximal generation?

Output motifs

Stagate?

Shift the fittest 
individual

Selection and reproduction by mutation or crossover with 
certain probability

Trigger local filtering?

 Local filtering for each 
new individual

Y

N

N

N

Y

Y

Figure 3: The whole procedure of GALF

2.7 The Implementation
In our implementation, the population is initialized by

randomly generating the starting positions of binding sites
in each sequence and each set of positions representing an
individual is stored in an array. The population size is set
as 500 and the offspring size as 250. In the first generation,
local filtering is performed to refine the population quality.
The maximal number of generations is set to 200, and if the
fittest individual remains the same for 50 generations it is
thought to be converged. For the shift operator, generations
of stagnation is set to be 10. This is also the generation
interval to trigger local filtering. The whole procedure is
shown in Figure 3.

3. EXPERIMENTAL RESULTS
In this section, we present the experiment results of 3

sub-sections of benchmark data tested on GALF and other
methods including GAs.

3.1 CRP Binding Sites
First we test the performance of GALF on the dataset

of cyclic-AMP receptor protein (CRP) binding sites, which
consists of 18 sequences of 105 bps in length [20]. 23 binding
sites are identified by DNA footprinting with motif width of
22. We test different mutation probability settings ranging
from 0.1 to 0.9 with step 0.2.
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Figure 4: The average Type1 and Type2 correctness
for different mutation probabilities, each setting run
10 times

Two types of correctness criteria are used in the evalua-
tion. Type1 correctness is a more comprehensive and looser
one allowing shifts [3, 22], which treats a binding site is cor-
rectly identified with tolerance of shifting up to 3 bp in either
direction (in [3], shift of 5 bp is allowed). Type2 correctness
is stricter, which only counts the exactly matched binding
sites. Running GALF for 10 times for each setting, we find
that with mutation probability 0.1 (thus crossover proba-
bility 0.9) the average Type1 correctness is highest, with a
relatively high average Type2 correctness, which is shown
in Figure 4. Since Type1 correctness is widely accepted,
we fix the best mutation probability 0.1 in the following
experiments. Our discovery is different from [3], which sur-
prisingly favored a low crossover probability. One probable
reason is that the local filtering in our method demonstrates
the exploiting capacity and a high crossover probability con-
tributes more to the exploration of the search space. Mu-
tation maintains the variation which may also improve the
individuals.

We also record the average number of scanned sequences
per individual every time when local filtering is triggered of
the 10 runs with the determined mutation probability 0.1,
and the result is shown in Figure 5. The average number
drops to a low level as generation increases, which is the ev-
idence that evolution process leads the population towards
a fitter one with less and less “false positives” in each indi-
vidual.

It is noticeable that comparing motif discovery tools is
difficult because the results are affected by the setting of
parameters as well as the choice of data sets. In order not
to favor our method, we perform the experiment on the same
datasets used in other representative GA methods [3, 18, 22]
and compare our results with theirs in which the parameters
are considered well tuned according to their own expertise
to give best performance and the experiments are well per-
formed.

On this CRP dataset, GALF is compared to Gibbs Motif
Sampler [15], BioProspector [16] and MDGA [3] and the re-
sults are illustrated in Table 3. The second column lists all
the starting positions of the true sites and there may be more
than one sites within one sequence. For each method, the
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Figure 5: The average scanned sequences per indi-
vidual in triggered generations for 10 runs

shifts of the predicted starting positions of sites compared to
the real ones are listed in the table, where 0 means the pre-
dicted site is exactly the true site. In the case with multiple
sites, the shift from the nearest site is recorded. The values
in the parentheses indicate the predicted starting positions.
While GALF and MDGA find the most of the motifs in
terms of Type1 correctness (all those with shifts not more
than 3), GALF locates the binding sites more accurately
than MDGA with significantly fewer shifts. 17 correct sites
of the 18 sequences are exactly located without any shifts in
GALF. Only in one sequence GALF cannot locate the exact
TFBS and the shift of error is only 4, which is significantly
smaller compared to the −28 shift error in MDGA.

3.2 Relaxed Motif Width
In [18] (for convenience, we call the approach ConGA for

it is consensus-led) another CRP motif dataset [18] with six
sequences of 502 bp is experimented and the motifs embed-
ded are 19 in width. The motifs embedded in these sequence
and their starting positions (the beginning of a sequence is
labelled 0) are:

AATGTTATCCACATCACAA 36
AAAGTGAACCATATCTCAA 64
CTTGTGATTCAGATCACAA 214
TGTGTGATCGTCATCACAA 59
TGTGTGAAGTTGATCACAA 37
TTGGTGAGGAACTTAACAA 314

ConGA is able to discover 3 of them and binary GA can-
not identify any. GALF is tested on this data set and find
that 5 binding sites out of 6 are identified with Type1 cor-
rectness (Table 4). And for a more general case, the motif
width in real application may not be known exactly in prior.
For example, in this experiment width 19 is used for CRP
instead of 22 used in the previous experiment. So we relax
the motif width to see if GALF can still identify the region
of the true motifs. We set the motif width to vary from 16
to 23 at a step of 1. As Table 4 shows, within this range of
motif variations, GALF is still able to identify 4 − 5 of the
true motifs, which demonstrates its capability to deal with
relaxed motif widths in real applications. This potential can
be further developed to be more formal in the future work.

Table 4: Number of CRP binding sites identified (in
terms of Type1 correctness) in ConGA, binary GA
(BGA) and GALF. W is the motif width and GALF
is tested with different widths ranging from 19 to 23.

W 1 2 3 4 5 6 Type1
True 19 36 64 214 59 37 314

ConGA 19 136 64 375 59 37 137 3
BGA 19 4 0 264 16 11 69 0
GALF 19 38 66 216 61 39 139 5

16 39 67 217 62 40 260 5
17 39 67 217 62 40 260 5
18 39 67 217 62 40 260 5
20 38 66 216 61 39 139 5
21 36 64 375 59 37 137 4
22 35 63 374 58 36 136 4
23 34 62 373 57 35 135 4

3.3 ERE and E2F motifs
Besides the CRP motifs, experimental results of GALF on

two other datasets are also reported. The estrogen recep-
tor element (ERE) dataset [12] contains 25 sequence of 200
bp, each of which is embedded with a single known bind-
ing site ERE which activates gene expression in response
to estradiol. The E2F dataset [11] contains 25 mammalian
sequences, 200 bp in length, in which 27 binding sites are
included for transcription factors in the E2F family. The
motif width is 13 for these two datasets. The measure is
the F -score [22] combining precision and recall. For motif
discovery problem, let Nc be the number of correctly pre-
dicted motif sites, Np the number of all the predicted motif
sites and Nt the number of true motif sites embedded in
the sequences. Then precision and recall have the following
forms:

Precision =
Nc

Np
(4)

Recall =
Nc

Nt
(5)

And the F -score is

F =
2 ∗ Precision ∗ Recall

P recision + Recall
(6)

Again shifting up to 3 bp is allowed (Type1 correctness)
for identifying a correct site. Comparisons are among GALF,
GAME, MEME, BioProspector (BioPros.) and BioOpti-
mizer [9], which is an optimization program which can be as-
sociated with MEME (BioOpt.M.) or BioProspector (BioOpt.
B.). The results are reported in Table 5. GALF and GAME
obtain the the best F -scores overall. GAME [22] is best in
one case, but for all the experiments it requires 3000 gener-
ations to achieve the comparable results, whereas only 200
generations are needed in GALF due to the fast scanning
and refinement by local filtering.
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Table 3: Correctness in terms of shifts from the nearest starting positions of true CRP binding sites and the
total Type1 correctness of Gibbs Motif Sampler (Gibbs.), BioProspector (BioPros.), MDGA and GALF. The
predicted starting positions of sites are shown in the parentheses.

Seq No. True Sites Gibbs. BioPros. MDGA GALF
1 17, 61 -2 (59) 2 (63) 1 (62) 0 (61)
2 17, 55 -2 (53) 2 (57) 1 (56) 0 (55)
3 76 -2 (74) 2 (78) 1 (77) 0 (76)
4 63 -4 (59) 2 (65) 1 (64) 0 (63)
5 50 -39 (11) 2 (52) 1 (51) 0 (50)
6 7, 60 -2 (5) 2 (9) 1 (8) 0 (7)
7 42 -2 (40) -16 (26) 1 (43) 0 (42)
8 39 -2 (37) 2 (41) 1 (40) 0 (39)
9 9, 81 -2 (7) 2 (11) 1 (10) 0 (9)
10 14 -2 (12) 2 (16) 1 (15) 0 (14)
11 61 -2 (59) 2 (63) 1 (62) 0 (61)
12 41 6 (47) 2 (43) 1 (42) 0 (41)
13 48 -2 (46) 2 (50) 1 (49) 0 (48)
14 71 -2 (69) 2 (73) 1 (72) 0 (71)
15 17 -2 (15) 2 (19) 1 (18) 0 (17)
16 53 -4 (49) 2 (55) 1 (54) 0 (53)
17 1, 84 24 (25) -16 (68) -28 (56) 4 (5)
18 78 -4 (74) 2 (80) 1 (77) 0 (78)

Total Type1 Correctness 12 16 17 17

Table 5: Experimental results on ERE and E2F
datasets

Data Appro. Precision Recall F -score
CRP GALF 17/18 17/23 0.83

GAME 16/17 16/23 0.80
BioOpt.M. 12/13 12/23 0.67
BioOpt.B. 12/13 12/23 0.67
MEME 12/13 12/23 0.67
BioPros. 16/18 16/23 0.78

ERE GALF 21/25 21/25 0.84
GAME 19/26 19/25 0.75

BioOpt.M. 17/22 17/25 0.72
BioOpt.B. 18/23 18/25 0.75
MEME 15/17 15/25 0.71
BioPros. 14/16 14/25 0.68

E2F GALF 20/25 20/27 0.77
GAME 23/24 23/27 0.90

BioOpt.M. 20/27 20/27 0.74
BioOpt.B. 19/27 19/27 0.70
MEME 19/23 19/27 0.76
BioPros. 11/21 11/27 0.46

4. DISCUSSION
It has been demonstrated that position-led GA approaches

have the capacity to find out true motifs in a collection of se-
quences. Consensus-led GA approaches also achieve this by
full sequence alignments which are computational intensive.
However, the efficiency can be significantly improved by the
combination of both representations and local filtering. Lo-
cal filtering using consensus is able to refine a position-led
individual to get rid of its “false positives” instantly, and at
the same time only requires scans on a small number of the
sequences. The capacity of local filtering is impressive and
stable, and by employing a moderate shifting operator, the
accuracy is further refined.

Multiple occurrences of weaker motifs within one sequence
may be desired by some practitioners. Though it is believed
that the most resembling motifs in the sequences are of most
significance for they have the strongest binding strength [8],
it is also easy to modify GALF to identify multiple TFBSs
in one sequence. Performing sequence scan similar to the
local filtering on the optimum found by GALF is sufficient
to dig out those weaker motifs which have relatively high
similarity to the consensus.

One assumption of some GAs such as MDGA and GALF
is that each sequence is embedded with at least one motif.
But it may not always be the case when some sequences
carrying no motifs are collected. This can be overcome by
developing a more sophisticated fitness function as well as
the local filtering to handle zero motifs, or randomly gener-
ating null positions in case some sequences may not contain
any motifs. Since GA is a generic framework, specific modi-
fications are easy to implement in future work. More useful
prior knowledge of the motifs themselves is also desirable,
which may cope with the situation that when the motifs are
very short, multiple patterns may exist with the same high
fitness of information content, some of which may be false
positives.
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5. CONCLUSION
In this paper, a novel genetic algorithm GALF is pro-

posed, which utilizes and complements the position- and
consensus-led representations as well as introduces the local
filtering which efficiently speeds up the search and improves
the prediction accuracy. Experimental results show the su-
perior performance of GALF compared with several other
methods including GA-based ones. GALF also has the po-
tential to accept a relaxed motif width. Further refinement
of GALF includes post-processing to extract multiple weaker
motifs, more sophisticated fitness function and filtering op-
erator to deal with zero motifs within one sequence, and
more precise criteria to distinguish and evaluate the redun-
dant output if a very short pattern needs to be found.
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