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#### Abstract

Artificial Immune System algorithms use antibodies which fully specify the solution of an optimization, learning, or pattern recognition problem. By being restricted to fully specified antibodies, an AIS algorithm can not make use of schemata or classes of partial solutions. This paper presents a symbiotic artificial immune system (SymbAIS) algorithm which is an extension of CLONALG algorithm. It uses partially specified antibodies and gradually builds up building blocks of suitable sub-antibodies. The algorithm is compared with CLONALG on multimodal function optimization and combinatorial optimization problems and it is shown that it can solve problems that CLONALG is unable to solve.
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## General Terms

Algorithms

## Keywords

Artificial Immune System, Optimization, Symbiogenesis.

## 1. INTRODUCTION

Over the last few years, there has been an ever increasing interest in the area of Artificial Immune Systems and their applications in pattern recognition and optimization such as [5], [8], [9], [20], [22], [23], [35], [36] and many more.

Although the original idea of AIS is taken from vertebrates' immunity system which has several hundred million years of evolution on its back, it has been shown that augmenting it with ideas that distance it from its natural form sometimes increases its performance on digital computers [7], [10], [11] and [23].
One such idea can be taken from the comparison of AIS with Symbiotic Evolution [26], [27] as follows: To solve a problem using AIS, the generic solution is coded as an antibody and the system gradually matures its antibodies to find the best possible solution(s). During the maturation process, the antibodies are

[^0]always assumed as rivals and the only cooperation between antibodies happens in cross-reactive responses [1], [19], [25], [30] and [33]. In contrast to this minimal cooperation, in symbiotic evolution, each individual represents only one part of the solution and the combination of these partial solutions make up a complete answer. This idea is used in symbiotic based optimization and learning such as [38], [39] and genetic algorithms which deal with linkage problem [18] such as messy genetic algorithms [12], [17], and cooperative coevolutionary algorithms [28].

Based on this idea, this paper presents an artificial immune system with partially specified antibodies, in which the antibodies have a cumulative effect on the antigens and through some symbiotic combinations, complete antibodies emerge. This process is presented in the next sections as follows: Section 2 presents a brief introduction of CLONALG algorithm [10] as our base AIS algorithm. Section 3 introduces our algorithm, Symbiotic AIS. Section 4 will be on experimental results and comparisons and at last come the conclusions and future steps.

## 2. CLONALG ALGORITHM

The immunological process has been used for inspiration in AIS in several general purpose algorithms such as negative selection algorithm [16], positive selection algorithm [29], clonal selection algorithm [10], continuous immune models[14], [37] and discrete immune network models [11], [34] and many special purpose contributions such as multi-objective optimization [2], [3], [4], [24] and [40] and multimodal optimization [15], [31], [32].
The most common abstraction in clonal selection algorithms is CLONALG [10]. The authors demonstrated empirically that this algorithm is capable of learning a set of input patterns by selecting, reproducing and mutating a set of "artificial immune cells". In [10] the authors showed the suitability of the algorithm for multimodal search and presented empirical results where it could outperform a fitness sharing strategy. All the steps involved in CLONALG are also seen in an evolutionary algorithm, allowing it to be characterized as an evolutionary algorithm inspired in the immune system. Note that there is an important conceptual difference between the clonal selection algorithm and an evolutionary algorithm. In the former, the theory of evolution is used to explain the behavior of the system, while in the latter it inspired its development [6].
CLONALG starts by generating a population of N antibodies, each specifying a random solution for the optimization process. In each iteration of the algorithm, some percentage of the best existing antibodies are selected, cloned and mutated to construct a new candidate population. All new members are evaluated and a certain percentage of the best members are added to the original population. At last, a percentage of worst members of previous generation of antibodies are replaced with new randomly created ones.

The main idea of the algorithm is depicted in Figure 1. In this sample, the optimum solution is a 7 -sided star with chessboard fill pattern. The initial population includes a six sided star with black fill pattern and a square with chessboard fill along with two other less similar shapes. Among these 4 initial antibodies, the most similar ones are selected in step 2 to be cloned and mutated in step 3 , producing 6 other shapes. The most similar shapes of the clones are selected in section 4 and the next generation is selected from the combination of these shapes and previous generation. Figure 2 presents the diagram of this process.
As stated above, the antibodies of CLONALG algorithm specify all properties of a possible solution. For example, in Figure 1's sample, an antibody expresses both the shape and the filling pattern of the solution. Using this representation, if an antibody includes a good property surrounded by bad properties, it will have a low affinity value and low chance of selection, cloning, and mutation. But if the antibodies would be allowed to have unspecified properties, for example an antibody just represents the shape and no filling pattern in Figure 1 example, a good property has a higher chance of selection and replication for the next generation, as it can combine with other antibodies which specify good values for other properties. This idea is similar to the natural process of Symbiogenesis [26], [27] in which individuals merge to compose bigger and more powerful organisms. The next section will produce Symbiotic Artificial Immune System that combines AIS and Symbiosis ideas together.

## 3. SYMBIOTIC ARTIFICIAL IMMUNE SYSTEM ALGORITHM (SYMBAIS)

To add the idea of symbiosis to CLONALG, the new algorithm uses partially specified antibodies as follows:
Initiation: The algorithm starts with a set of partially specified antibodies, each having just one specified property.


Figure 1: A sample for the main idea of CLONALG.


Figure 2: Diagram of CLONLG optimization algorithm
Evaluation: Partially specified antibodies may not have all required data to be evaluated as a solution. Therefore, we must build an assembly of several antibodies to make a complete solution. To do so, the algorithm picks a random antibody and creates a new assembly using it. As long as the assembly does not specify all required properties, other antibodies are randomly selected from the population so that they have no value for the specified properties of the assembly, we will call each member of an assembly a symbiont. There exist situations in which an antibody can not be completed using currently existing antibodies, for example if all antibodies that specify a certain position would have conflicts with the generated assembly. In such cases, we create some antibodies with random values for all missing positions of the created assembly and add them to the population.
Selection: Once an assembly is completed, its affinity value can be computed. To select some antibodies to be cloned, we generate a number of assemblies and pick a certain percent of the best assemblies for cloning and mutation.
Cloning and Mutation: Similar to CLONALG, the cloning rate of each selected assembly is computed using its affinity value and its affinity rank by equation 1 . Once an assembly of antibodies is cloned, two symbionts of each clone are randomly chosen and merged to form a bigger antibody. Then, all symbionts (including the merged ones) enter the mutation phase. Mutation is quite similar to CLONALG.
$\left(\frac{\text { Affinity }}{(1+i) \times \sum_{\text {allselectelanibodies }}^{\text {Affinity }_{X}}}\right) \times$ Clones_Count $\times$ Assemblies_Count

## Equation 1: The cloning rate for the $i^{\text {th }}$ best assembly.

To avoid fast emergence of fully specified antibodies, we limit the maximum size of possible antibodies to a parameter that gradually
increases from the beginning of the process. This will be called cooling process.
Moving to the Next Generation: As the last step, all cloned and matured antibodies are added to the pool. Also, all symbionts of a certain percent of worst assemblies are removed from the pool, except those which also have been a member of the cloned assemblies. At last, if the population goes above a certain level, some antibodies are randomly killed to control the population.
The entire process is depicted in Figure 3 as a pseudo code.

```
PARAMETERS :
    AC (Assemblies Count): The number of assemblies which
        are created in each iteration for evaluation.
    SP (Selection Percentage): The percent of assemblies
        that are chosen for cloning.
    CC (Clones Count): The number of clones created from
        the chosen assemblies.
    MR (Mutation Rate): The mutation possibility of each
        bit of a cloned assembly.
    RP (Replacement Percentage): The Percent of worst
        assemblies that are removed from the population.
    CS (Cooling Speed): The convergence speed of the bigger
        antibodies.
1. Initialize the population with antibodies having
    just one specified property.
2. Repeat until stopping condition is met:
    2.1.Create \boldsymbol{AC}}\mathrm{ assemblies from antibodies: For each
        assembly, randomly choose one antibody from the
        population and initialize the assembly by that. As
        long as the assembly does not have antibodies that
        specify all required properties, randomly choose
        antibodies from the population so that they won't
        have any common specified properties with former
        members of the assembly. If an assembly can not be
        completed using currently existing antibodies,
        create some antibodies with random values for all
        missing positions. Call each antibody of an
        assembly a symbiont.
    2.2.Compute the affinity value of all assemblies.
    2.3.Choose SP percent of the best assemblies for
        cloning and maturation. For each selected assembly
        (the i th one from best to worst):
        2.3.1. Compute the number of clones for this assembly
            by Equation 1, call it N.
        2.3.2. Create N clones, for each clone:
        2.3.3. Mutate the clone with MR > ( 1 - Affinity of
                the Clone) probability.
        2.3.4. Randomly choose two symbionts of the clone. If
                their size is smaller than
                CS x Current_Generation_Number, combine them.
        2.3.5.Add all symbionts of the clone to the
                antibodies population.
    2.4.Remove all symbionts of the worst RP percent of
        assemblies from the pool, except those that have
        taken part in the cloned assemblies as well.
    2.5. If there is more than one copy of any antibody in
        the pool, remove it.
    2.6. If the population of antibodies is above the
        maximum allowed limit, randomly remove some of the
        antibodies.
```

Figure 3: Pseudo Code of Symbiotic Artificial Immune System (SymbAIS) algorithm

## 4. WHY SYMBIOTIC-AIS?

Symbiotic AIS algorithm performs its search process using partially specified antibodies. The main advantage of this algorithm in compare with its base algorithm, CLONALG, is in adding schemata [21] to AIS approach: the partially specified antibodies can represent classes (schemata) of good solutions. Combination of these partial solutions can be a larger step towards optimum solutions in compare with small mutations of conventional AIS. This is most useful in problems that can be broken into several sub-problems, so that the good solutions of
these sub-problems may compose a general good solution for the main problem.
By using the formerly specified Cooling parameter, the process is limited to try small antibody building blocks first and search for good solutions using them and gradually build more specified antibodies. After the Cooling process is completed (the maximum allowed size of antibody exceeds the size of a fully specified antibody), fully specified antibodies are created and the process converges to a normal CLONALG algorithm. Therefore, if there would be a possibility of finding a solution by combination of smaller building blocks, Symbiotic AIS may find it faster than CLONALG. Also, if there will be a situation in which gradual moving towards the global optimum would not be possible, for example due to the surrounding valleys of bad solutions around the global pick, Symbiotic AIS may find schemata whose combination can find the global optimum. If none of these cases happen, the algorithm becomes a conventional CLONALG at last. Hence, it can be concluded that Symbiotic AIS is a more general approach in compare with CLONALG and can at least find all solutions that CLONALG can find.

## 5. EXPERIMENTAL RESULTS

We compared SymbAIS algorithm with CLONALG on two problem sets. The first set was the optimization functions taken from [10] and the second set was concatenation of multiple 8Queen problems [13].

In the first set, we had 3 functions from [10] and created 3 more by combinations of some of them, they are all presented in Equation 2. In all cases, each variable was coded using 22 bits as specified in [10]. All control parameters were also taken from [10] for all functions that were used there.

$$
\left\{\begin{array}{l}
f(x)=\sin ^{6}(5 \pi x) \\
g(x)=2^{\left(-2((x-0.1) / 0.9)^{2}\right.} \sin ^{6}(5 \pi x) \\
h(x, y)=x \cdot \sin (4 \pi x)-y \cdot \sin (4 \pi y+\pi)+1 \\
f 2(x, y)=f(x) \times f(y) \\
g 3(x, y, z)=g(x) \times g(y) \times g(z) \\
h 2(x, y, z, t)=h(x, t) \times h(y, z)
\end{array}\right.
$$

## Equation 2: The Functions used for Benchmarking

In the second set, we used a concatenation of multiple instances of the well known 8-Queen combinatorial optimization problems. In each instance, M separate problems of putting 8 queens on an $8 \times 8$ chessboard must be solved, so that no two queens on a board can attack each other. The antibody includes the rows of the queens and columns are all assumed distinct and fixed.

Tables 1 and 2 present the parameters we used for each problem by CLONALG and SymbAIS algorithms. Each problem has been tested 10 times and the number of runs which resulted in global maxima and the average time taken to reach the global maxima are depicted. All algorithms were implemented, compiled, and optimized using Microsoft VC++ 7.0 and run on Pentium 4, 3.0 GHZ PCs under Windows XP operating system.

As it is depicted in Table 1 and Figures 5 and 6, CLONALG could solve the first 4 functions in all trials, faster than SymbAIS, but failed to solve the last 2 functions ( g 3 and h 2 ) while SymbAIS solved those two as well. Thus, noting that the number of function parameters gradually increase from the first to the last function, it
can be seen that SymbAIS has been more successful than CLONALG on problems with more parameters. Figure 7 also depicts the performance $\log$ of the two algorithms on g 3 function. As it is represented there, CLONALG has found a near optimal solution in a few seconds while SymbAIS has found that solution in about 500 seconds, but CLONALG has not been able to leave that local maximum and has stayed there for the rest of time, while SymbAIS has proceeded to the global optimum.

Figures 8 and 9 present similar results for Multiple 8 -Queen Problems. As depicted there, again CLONALG has been faster than SymbAIS on smaller problems ( 1 and 5 boards) but it has totally failed on bigger problems (10 and 15 boards) while SymbAIS has successfully solved all.

Table 1. Parameters of CLONALG for each problem set. $\mathbf{f}, \mathbf{g}$, h, f2, and g3 are functions stated in Equation 1; Q-1..Q-15 are instances of Multiple 8-Queen problems, respectively 1 board to 15 boards. The empty cells represent experiments in which we could not find a set of parameters that will result in a complete solution.

| Problem | $\mathbf{f ,}, \mathbf{g}$ | $\mathbf{h}$ | $\mathbf{f 2}$ | $\mathbf{g 3 ,} \mathbf{h 2}$ | Q-1 | Q-5 | Q-10 | Q-15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{N}_{\mathbf{g e n}}$ | 50 | 50 | 500 |  | 500 | 1000 |  |  |
| $\mathbf{n}$ | 50 | 100 | 100 |  | 50 | 50 |  |  |
| $\mathbf{N}$ | 50 | 100 | 100 |  | 300 | 300 |  |  |
| $\mathbf{d}$ | 0.0 | 0.0 | 0.0 |  | 0.36 | 0.36 |  |  |
| $\boldsymbol{\beta}$ | 0.1 | 0.1 | 0.1 |  | 0.05 | 0.34 |  |  |

Table 2. Parameters of SymbAIS for each problem set. f, $\mathbf{g}, \mathbf{h}$, f2, and $\mathbf{g} 3$ are functions stated in Equation 1; Q-1..Q-15 are instances of Multiple 8-Queen problems, 1 board to 15 boards, respectively.

| Problem | $\mathbf{f}, \mathbf{g}$ | $\mathbf{h}$ | $\mathbf{f} \mathbf{2}$ | $\mathbf{g 3}, \mathbf{h 2}$ | $\mathbf{Q - 1}$ | $\mathbf{Q - 5}$ | $\mathbf{Q - 1 0}$ | $\mathbf{Q - 1 5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathbf{A C}$ | 20 | 25 | 15 | 25 | 25 | 25 | 25 | 25 |
| $\mathbf{C S}$ | $4 \mathrm{E}-4$ | $4 \mathrm{E}-4$ | $4 \mathrm{E}-4$ | $4 \mathrm{E}-4$ | $4 \mathrm{E}-4$ | $4 \mathrm{E}-4$ | $4 \mathrm{E}-4$ | $4 \mathrm{E}-4$ |
| $\mathbf{S P}$ | 0.1 | 0.1 | 0.1 | 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| $\mathbf{C C}$ | 1.5 | 1.5 | 1.4 | 1.8 | 1.7 | 1.5 | 1.5 | 1.5 |
| $\mathbf{M R}$ | 1.0 | 1 | 0.9 | 1 | 0.1 | 0.1 | 0.2 | 0.2 |
| $\mathbf{R P}$ | 0.3 | 0.2 | 0.4 | 0.2 | 0.5 | 0.5 | 0.4 | 0.4 |



Figure 5. Success Rate Comparison of SymbAIS and CLONALG on Function Optimization problems. Vertical Axis: Percentage of Success, Horizontal Axis: Problem size.


Figure 6. Performance Comparison of CLONALG and SymbAIS on Function Optimization problems. Vertical Axis: Time in Seconds, Horizontal Axis: Function.


Figure 7. Performance Comparison of CLONALG and SymbAIS on g3 Function Optimization Problem. Vertical Axis: (1-Affinity)* $\mathbf{1 0}^{\mathbf{- 6}}$, Horizontal Axis: Time in seconds.


Figure 8. Success Rate Comparison of SymbAIS and CLONALG on Multiple 8-Queen problems. Vertical Axis: Percentage of Success, Horizontal Axis: Number of Boards

## 6. CONCLUSIONS AND FUTURE WORKS

We introduced Symbiotic Artificial Immune System (SymbAIS) as a general purpose optimization algorithm which is a more general version of CLONALG algorithm. SymbAIS performs its search using partially specified antibodies and gradually builds up building blocks of the classes of possible solutions till it reaches fully specified antibodies.


Figure 9. Performance Comparison of SymbAIS and CLONALG on Multiple 8-Queen problems. Vertical Axis: Time in Seconds, Horizontal Axis: Number of Boards

In the worst case, if SymbAIS would not be able to find the global maximum while the antibodies are partially specified, when the algorithm is cooled enough it continues the search with fully specified antibodies, quite similar to CLONALG. Therefore, it can be stated that SymbAIS is at least able to find all solutions that CLONALG can find.

We compared the two algorithms on two test sets. The first one was 6 optimization functions and the second one was concatenations of multiple instances of 8 -Queen problems. As presented in section 5, SymbAIS had higher success rates in compare with CLONALG but the longer times to reach the best answer in compare with CLONALG in cases that CLONALG has also found the answer.

Being slower can be a direct result of being limited to search through partial answers at the beginning of the process (Cooling Limitation) but better results on bigger problems show that at this cost, we can expect a higher chance of finding global optima.
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