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ABSTRACT

Evolution strategy (ES) and particle swarm optimization
(PSO) are two of the most popular research topics for tack-
ling real-parameter optimization problems in evolutionary
computation. Both of them have strengths and weaknesses
for their different search behaviors and methodologies. In
ES, mutation, as the main operator, tries to find good so-
lutions around each individual. While in PSO, particles are
moving toward directions determined by certain global in-
formation, such as the global best particle. In order to lever-
age the specialties offered by both sides to our advantage,
this paper combines the essential mechanism of ES and the
key concept of PSO to develop a new hybrid optimization
methodology, called particle swarm guided evolution strat-
egy. We introduce swarm intelligence to the ES mutation
framework to create a new mutation operator, called guided
mutation, and integrate the guided mutation operator into
ES. Numerical experiments are conducted on a set of bench-
mark functions, and the experimental results indicate that
PSGES is a promising optimization methodology as well as
an interesting research direction.

Categories and Subject Descriptors

G.1.6 [Numerical Analysis|: Optimization—Global opti-
mization; 1.2.8 [Artificial Intelligence]: Problem Solving,
Control Methods, and Search—Heuristic methods

General Terms

Algorithms, Design, Experimentation

Keywords

PSGES, Swarm intelligence, Particle swarm optimization,
Evolution strategy, Global search, Local search

1. INTRODUCTION

Evolution strategy (ES) mimics natural mechanisms of
evolution and has been proven as a good solver for real-
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parameter optimization problem. ES was proposed in 1960s
[18, 4], and its most important concept is to search the so-
lution space by adaptive mutation. Compared with other
optimization methods, ES is a very efficient approach to
solve the non-linear model problems in engineering. Further-
more, the idea of self-adaptation is also first introduced in
ES. Self-adaptation embeds the algorithmic parameters into
the representation and evolves the parameters together with
the decision variables. Such a design makes ES to converge
quickly and to find solutions efficiently. In the recent year,
there have been a host of attempts to improve the mutation
mechanism of ES [6, 7, 12, 11], and many of these studies
successfully create advanced versions of evolution strategy
with excellent performance.

Particle swarm optimization (PSO) [8, 9], on the other
hand, is a relatively new branch of evolution computation.
It was proposed according to the swarming behaviors of in-
sects or animals. Each individual or particle decides its own
search direction to approach a better result of entirety with
the internal communication between one another. Since its
introduction, PSO has been widely adopted to solve prob-
lems in many disciplines for the simplicity of its key concept
as well as the implementation. PSO receives rapid recog-
nitions [14] and therefore draws lots of research attentions
focusing on the practical improvement, methodological en-
hancement, and theoretical understandings.

For the major mechanism, ES concentrates on how to gen-
erate new search points around the current individuals, and
thus, in a way, such an operation can be viewed as local
search. While PSO focuses on how to determine the next
move for each particle according to certain population-wise
information, such as the global best particle. Hence, this
process can be considered as global search. Based on the
thought to integrate the local search and the global search
capabilities from the two paradigms, we try to merge PSO
and ES in this study. Particularly, we employ the key con-
cept and mechanism of swarm intelligence to determine the
search directions, guiding the rotation of ES mutation el-
lipses, for global search, and use the regular ES operations
to conduct local search to find promising solutions.

This paper is organized as follows. Section 2 briefly intro-
duces evolution strategy, particle swarm optimization, and
closely related studies. Section 3 describes the proposed
method, PSGES, in detail, including the adoption of swarm
intelligence in mutation and the architecture of the frame-
work. Numerical experiments and the results are presented
in section 4, and finally, section 5 concludes this paper.



2. BRIEF BACKGROUND

In this section, we give a brief background of evolution
strategy (ES) and particle swarm optimization (PSO) re-
lated to the proposed method, including the method for ES
to conduct mutations and the mechanism for PSO to deter-
mine search directions.

2.1 Evolution Strategy

Similar to other evolutionary algorithms, ES has recombi-
nation, mutation, and selection, where mutation is the main
operator which aims to create new individuals based on the
current population. In ES; individuals are usually encoded
as vectors of which the components are real numbers, and
Equation (1) is a general representation of ES individuals.

(1)

where Z is the vector of the decision variables, & is the vector
of the step-sizes, and & is the vector of rotation angles.

The different mutation schemes for ES include (1) uncor-
related mutation with one step-size; (2) uncorrelated muta-
tion with n step-sizes; (3) correlated mutation. These mu-
tation mechanisms use different numbers of strategy param-
eters, & and @, to perform the search process. By adjusting
the strategy parameters, we can control the search process
and behavior of ES. Strategy parameters are composed of
two parts. One is the mutation step-size, o, which deter-
mines the mutation strength of individuals, and the other is
the rotation angle, a, that maintains the angle between the
ellipse space of mutation and the decision variable space of
search to permit the scope of mutation to be independent
of the search space coordinates. Many studies have veri-
fied that self-adaptation of strategy parameters can effec-
tively adjust step-sizes to appropriate values and analyzed
the convergence of uncorrelated mutation in theory.

In addition to controlling the lengths of the ellipse axes,
correlated mutation adds the rotation angle, «, to indicate
the rotation of the ellipse. As a result, correlated mutation
is a more flexible mutation operator which may be able to
handle more complicated landscapes. Nevertheless, corre-
lated mutation has an uncertain characteristic due to the
high complexity and the interaction of so many strategy pa-
rameters. The number of rotation angles, nq, is at the order
of the square of the number of decision variables, which is
the actual problem size:

n_(n>_n<n—1>
‘* 2 2

where n is the number of decision variables. Thus, in or-
der to appropriately utilize correlated mutation, according
to the literature, the limitation of rotation angles are em-
pirically suggested to be 3 = 5° in general. It is possible to
retain the power of correlated mutation while avoiding the
difficulty brought by correlated mutation. The main goal of
this study is to provide a simple way to rotate the mutation
ellipses in ES by incorporating swarm intelligence.

I=(&5;d) e R™ x R}y X [—m, @™,

=0 (n2) , (2)

2.2 Particle Swarm Optimization

PSO is a population-based stochastic optimization tech-
nique developed in 1995, inspired by the social behavior of
bird flocking or fish schooling. The system is initialized with
a population of random solutions and searches for optima by
utilizing the particle movement. Each particle keeps track of
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its own coordinates in the problem space, ¥, velocities cor-
responding each coordinate, ¥, and the best solution that
it has achieved, Zppest. The overall best solution, Zgpest,
reached by the entire population are also maintained for all
the particles to decide the next move. The movement of
PSO individuals can be described by Equations (3) and (4).

T it
0 =0 +c1-71 (Zppest — T )

3)
(4)

At each iteration, PSO modifies the velocity of each parti-
cle toward the position which is expected to be the optimal
solution location. Furthermore, PSO adds some stochastic
terms in the system to avoid falling in the local optima. In
this paper, we utilize the direction determination mecha-
nism proposed in PSO to control the rotation of correlated
mutation in ES such that essential mechanisms of PSO and
ES can cooperate with each other.

+c2-r2- (fgbest - ft) )

—t+1 —t —t+1
gt =z +v+ s

3. PARTICLE SWARM GUIDED
EVOLUTION STRATEGY

For ES, mutation and selection are the most important
components for the evolutionary search process, and the
mutation operator is responsible for conducting the effec-
tive search. Thus, in order to integrate swarm intelligence
into ES, we will first describe how the mutation ellipses are
rotated based on the concept and mechanism of swarm in-
telligence, and the new mutation operator, called guided
mutation, is proposed. Then, the modified ES framework
with guided mutation, called particle swarm guided evolu-
tion strategy (PSGES), is presented.

3.1 Guided Mutation

The flow of operations for the guided mutation operator
is shown in Figure 1. We will describe the operations step
by step in the following paragraphs.

First of all, for two vectors on a two-dimensional plane,
we can obtain the angle between them with the following

equation:
0 =cos™ ! <%> ,
|Z||7]

where T and ¥ are two vectors on a two-dimensional plane,
and 0 € [—m, 7] is the angle between ¥ and y. For an
n-dimensional problem, the individuals are n-dimensional
vectors. By using Equation 5, we can calculate n(n —1)/2
rotation angles for all possible pairs of axes. Hence, if we
denote the vector composed of the n(n — 1)/2 rotation an-
gles @, we can calculate @ for two given vectors. We can
calculate ay for each individual in the population and the
current global best position, pg. As a consequence, we can
adjust the rotation of mutation ellipses for each individual
accordingly, and then, strategy parameters for rotation are
no longer necessary.

The guided mutation operator of can be described as the
following steps:

()

e Step 1: Modify the mutation strength vector &.

t41 t
o; P

".N(0,1 -N; (0,1
=o! e’ (0,1)+7 7,(07)’

(6)
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dy = Angle(py, @)
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Figure 1: The flow of operations for guided mutation

where i = 1,2,...,n, 7 o< 1/4/2n can be interpreted

as a global learning rate, and 7 o< 1/4/2y/n a local
one [18]. In this step, we reserve the self-adaptation
mechanism for the mutation strength.

Step 2: Compute the rotation angle vector &y between
the individual vector @ and the current global best
solution py by repeatedly applying Equation (5).

(7)

7an(n71)/2g)7 Qi S [_71-771—}7

dg = Angle(py, @) ,

where dy = (au,,02,,...
i=1,2,...,n(n—1)/2.

Step 3: Construct the guiding rotation matrix M.

M= 1:[ H Mpq(ajy)

p=1gq=p+1

(®)

where j = 2(2n—p)(p+1) —2n+q [17]. Rotation ma-
trix Mpq(cyj,) forms a nxn identity matrix except that
Mpp = Mgq = cos(a;,) and mp, = —myp = —sin(ay, ).
By multiplying all the rotation matrices, we can con-
struct the guiding matrix efficiently.

Step 4: Construct the guiding vector.

Ge=M %, (9)

where 2 = (21,...,2n),2i ~ 0; - N(0,1) denotes a ran-
dom variable drawn from a Gaussian distribution of
which the mean is zero and the standard deviation
corresponds to the step-size of each dimension.

Step 5: Compute the guided mutation vector Gm.
Gm =G.-N(0,1), (10)

where N(0,1) is a n x 1 vector and each dimension in

the vector is a random variable drawn from a Gaussian

distribution of which the mean is zero and standard
deviation is one.
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e Step 6: Mutate the decision variable & by using the

guided mutation vector G,,.

T =7+Gn. (11)
These steps will turn the mutation ellipse of each individual
toward the position of py with controlled randomness. Given
the current global best py, we can now determine how the
rotation of mutation ellipses is done without the assistance
of n(n — 1)/2 more strategy parameters. To illustrate the
guided mutation operator, Figure 2 shows the operations of
PSO and how the swarm intelligence mechanism influences
the ES mutation operator.

The essential advantage of correlated mutation that the
mutation ellipse is independent of the coordinates of search
space is preserved in guided mutation, while the n(n —1)/2
strategy parameters, self-adaptive or not, are eliminated.

3.2 Guided Evolution Strategy

In order to integrate the concept and mechanism of swarm
intelligence into ES for deciding the mutation ellipse rota-
tion, designing the guided mutation operator is one part of
the work. The other part is to modify the flow of ES such
that the necessary information for the operations, such as
Py, can be prepared and updated at each iteration. Since a
population of size more than one is needed for determine the
search direction in swarm intelligence, we employ (u+ A)-ES
as the base framework for PSGES. ES with a population of
size one, such as (1, A)-ES and (1 + A)-ES, is not applica-
ble for being modified to accommodate the new mechanism.
Moreover, the individual representation now consists of only
two parts: the decision variables and the mutation strengths:

T=(26)=(x1,...,Zn;01,...,0n,) , (12)

where 7 is the decision variable vector and & is the mutation
strength vector. In PSGES, we always have an independent
mutation strength for each dimension, i.e., n, = n. Rotation
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Figure 2: The swarm intelligence mechanism works
for PSO and guided mutation.

angles are not necessary because the direction determination
is handed over to the swarm intelligence mechanism.

For PSGES, we first initialize the population as usually
in ES. If there is no prior knowledge for the objective func-
tion, we can uniformly distribute the individual in the search
space at random. Otherwise, we can have more individuals

in certain regions according to the given information.

After the population is initialized, we compute the fitness
values for all individuals and record the individual which has
the best fitness for guiding information. Then, we repeat the
following steps until some stop condition is satisfied.

e Step 1: Generate \ offspring with recombination.

e Step 2: Apply the guided mutation operator to each
offspring according to py.

e Step 3: Evaluate the offspring and find the individual,
P, which has the best fitness among the offspring.

e Step 4: If p'is better than gy, let py = p.
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Algorithm 1 The pseudo code for PSGES.
1: procedure PSGES
2: t«— 0;
: Initialize P(0) = {a@1(0),...,d,.(0)} € I*;

3

4 for i=1to p do

5: Evaluate individual a;(0);

6: end for

7 Find the global best solution py;

8 repeat

9 Do recombination to generate A offspring;

Do guided mutation on the A offspring;
11: for i =1to A do
12: Evaluate offspring a;(t 4+ 1);
13: end for
14: Find the best solution p among the offspring;
15: if (p'is better than py;) then
16: Update py with py = p;
17: end if
18: Do (p + A)-selection to form P(t + 1);
19: t—t+1;
20: until the stop condition is satisfied

21: end procedure

e Step 5: Choose p individuals out of the A offspring
according to the fitness.

e Step 6: Repeat step 1 to step 5 until the stop condition
is satisfied.

For an algorithmic description, Algorithm 1 presents the
pseudo code for PSGES.

4. EXPERIMENTS AND RESULTS

In order to understand the behavior and to verify the uti-
lization of PSGES, we employ two numerical experiments to
observe how PSGES work in action. The first experiment is
designed for demonstrating how the guided mutation oper-
ator works, and the second experiment is to apply PSGES
on a set of benchmark functions such that the results given
by PSGES can be compared to that obtained by other evo-
lutionary algorithms.

4.1 Visual Verification

First, we design a simple visual experiment to observe the
difference between guided mutation and the traditional ES
mutation. In order to observe and focus on the mutation
behavior, we exclude the recombination operator in the ex-
periment. At each generation, one individual generates 80
offspring with the mutation operator to visualize the muta-
tion ellipse which indicates the distribution of “possible next
moves.” Then, we use the offspring individual with the best
objective value as the one that is “actually generated” for
continuing the evolutionary process. The objective function
in this experiment is a two-dimensional sphere function of
which the global optimal solution is at (0, 0).

Figure 3 shows the evolutionary process for uncorrelated
mutation with n step-sizes. The mutation ellipses are de-
pendent on the coordinate system of problem space. This
mutation scheme can adjust only the step-sizes to find good
solutions. In Figure 4, the mutation ellipses for correlated
mutation are independent of the coordinate system thanks
to the capability of rotation. Hence, ES with correlated
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Figure 6: Guided mutation.

mutation can approach the promising region faster than ES
with uncorrelated mutation can. As suggested in the liter-
ature, the limitation of rotation angles is set to 8 = 5° in
the experiment. However, because there is no limitation on
the rotation angle in PSGES, in order to have a meaning-
ful comparison, we relax the limitation of rotation angles
and demonstrate the results for correlated mutation with
B = 360° in Figure 5. As we can see in Figure 5, the behav-
ior is similar to that of correlated mutation with 8 = 5°.

It is worth noting that the Figures 4 and 5 show only one
typical run of the evolutionary process for comparison and
observation. By repeating the same experiment, one may
find that the performance variance for 3 = 360° is higher
than that of 8 = 5°. The further investigation of this situa-
tion is beyond the scope of this study. We merely speculate
that the limitation of rotation angles not only confines the
search scope but also improve the stability of the perfor-
mance offered by ES. Without the limitation, ES might still
be able to solve the problem, but the performance may vary
a lot. The cause may be the generation of too many use-
less search points because the strategy parameter space is
independent of the problem space and there is no direct sig-
nal/feedback from the objective function for choosing strat-
egy parameters. Such a problem should become worse with
the growth of the dimensionality of the objective function.

Finally, Figure 6 shows the mutation ellipses controlled by
guided mutation. The search directions are determined by
the current global best individual with limited randomness.
Without dealing with n(n —1)/2 rotation angles, the guided
mutation operator can still rotate the mutation ellipses and
push the individuals toward promising regions efficiently.

4.2 Benchmark

After observing the search behavior of the guided muta-
tion operator, we would like to check the performance of
PSGES on test functions to further investigate its capa-
bility. In this paper, we adopt a set of benchmark func-
tions [20] proposed in a special session dedicating to real-
parameter optimization at IEEE CEC 2005 as the testbed.
The benchmark defines not only the testing functions but
also the stop criteria, maximum function evaluations, feasi-
ble regions, initial conditions, and the like for creating a con-
sistent, real-parameter optimization algorithm testing envi-
ronment. There are totally 25 test functions defined in the
benchmark, including five unimodal functions and twenty
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| Parameter | Value |
Number of dimensions 10
Population size () 10
Offspring size (\) 100
Number of recombinants (p) 10

1/v/2n
1/y/2v/n

Table 1: PSGES parameters for the benchmark.

Global learning rate (7)
Local learning rate (7')

multimodal functions. These functions are chosen for their
different characteristics and levels of difficulty. The exper-
imental results on this benchmark may reveal how PSGES
perform on various functions as well as can be compared
to those obtained by other algorithms. Table 1 shows the
parameters used by PSGES to solve all of the test functions.

Since PSGES is a modification of ES, we first pay at-
tention to the performance improvement that integrating
swarm intelligence into ES can give us. We compare the
results obtained by applying PSGES to those reported in
[5, 1, 2] on the same benchmark. The results on the IEEE
CEC 2005 benchmark for classic ES, PLES, LR-CMA-ES,
IPOP-CMA-ES, as well as PSGES are listed in Table 2. The
numbers are mean best objective function error values for
10% evaluations in 25 runs. The values in the parentheses are
the ranks for the performance. As we can see in Table 2, the
results of PSGES is better than that of ES and PLES but
worse than that of LR-CMA-ES and IPOP-CMA-ES for the
five unimodal test functions (f1 to f5). Additionally, PSGES
outperforms ES and PLES on 13 out of the 20 multimodal
functions (fs to fa5), and LR-CMA-ES and IPOP-CMA-ES
are ranked top 2. According to the experimental results, we
can verify that incorporating the concept and mechanism of
swarm intelligent into ES does improve the ES performance,
although the improved performance is not superior to that
of the most advanced evolution strategies.

After verifying the utilization of the swarm intelligence
mechanism for ES, we compare the numerical results ob-
tained by PSGES to that by some advanced evolutionary
algorithms for real-parameter optimization, including BL.X-
MA [13], Co-EVO [15], DE [16], DMS-L-PSO [10], EDA [21],
K-PCX [19], LR-CMA-ES [1], IPOP-CMA-ES [2], and SPC-
PNX [3]. For the 25 test functions, we analyze the number



ES [5] PLES [5] PSGES LR-CMA-ES [1] | IPOP-CMA-ES [2]
i 9.866-9 (5) | 8.40e-9 (4) | 0.00e+0 (1) 5.14e.9 (2) 5.200-9 (3)
f2 2.906-6 (5) | 9.65¢-9 (4) | 0.00e+0 (1) 5.31e-9 (3) 1.70e-9 (2)
fs 3.52e+5 () | 1.18e+5 (4) | 3.17e+0 (3) 1.946-9 (1) 5.60e-9 (2)
[ 113c+3 (3) | 6.03¢+3 (4) | 1.36e-14 (1) | L.79¢16 (5) 5.02¢.9 (2)
s 1.36e+3 (5) | 9.05e+2 (4) | 1.05e+2 (3) 6.59¢-9 (2) 6.58¢-9 (1)
1D 749e+1 (5) | 3.05e+1 (4) | 1.59e-1 (3) 5.41e-9 (2) 1.87¢-9 (1)
fr 1.18¢+0 (4) | 4.09¢40 (5) | 7.39¢-3 (3) 19169 (2) 33169 (1)
fs 2.03e+1 (3) | 2.03e+1 (4) | 2.09e+1 (5) 2.00e+1 (2) 2.00e+1 (1)
fo || 4.48e+1 (4) | 1.67e+1 (3) | 3.46e+0 (2) | 4.49e+1 (5) 2.39-1 (1)
fio | 1.03c+2 (5) | 2.56e+1 (3) | 1.466+1 (2) | 4.08c+1 (4) 7.960-2 (1)
fii_ || 8.91e10 (3) | 9.52e+0 (4) | 1.35e+1 (5) | 3.65e40 (2) 9.34e-1 (1)
fiz | 440013 (5) | 3.250+3 (4) | 3.60e+2 (3) | 2.00e+2 (2) 2.93e+1 (1)
Fis || 9.59¢+0 (5) | 8.66e+0 (4) | 8.21e-1 (3) 1.94e-1 (1) 6.96e-1 (2)
fia || 3.53¢+0 (2) | 4.13¢+0 (4) | 5.00e40 (5) | 4.01e+0 (3) 3.01e+0 (1)
fis | 5.71e+2 () | 3.79¢+2 (4) | 3.26e+2 (3) | 2.11e+2 (1) 2.28¢+2 (2)
fio | 4.3%¢+2 (4) | 1.466+2 (2) | 2.0le+2 (3) | 1.05e+2 (1) 9.3Te+4 (5)
fir | 44912 (4) | 1.956+2 (2) | 3.03e+2 (3) | 5.49%+2 (5) 1.23¢+2 (1)
fis | L1de+3 (5) | L.0let+3 (4) | 7.15e+2 (3) | 4.97e+2 (2) 3.32e+2 (1)
fio | 1.12043 (5) | 1.00e+3 (4) | 6.69e+2 (3) | 5.160+2 (2) 3.266+2 (1)
fao || 1.12e43 (5) | 9.98¢+2 (4) | 7.05e+2 (3) | 4.42e+2 (2) 3.00e+2 (1)
for || 1.31e+3 () | 1.07e+3 (4) | 8.80e+2 (3) | 4.0de+2 (1) 5.00e+2 (2)
Faz || 929612 (5) | 8.80e+2 (4) | 8.11e+2 (3) | 7.0de+2 (1) 7.29¢+2 (2)
fas || 1.34e+3 (5) T.11e+3 (4) | 1.08¢43 (3) | 7.91e+2 (2) 5.59¢+2 (1)
for | 1.19e+3 (5) | 2.82e+2 (2) | 4.19e+2 (3) | 8.65e+2 (4) 2.00e+2 (1)
fas | 416e+2 (2) | 6.92e42 (5) | 4.16e+2 (3) | 4.42e+2 (4) 3.74e+2 (1)
Rank || 4.36 (109/25) | 3.76 (94/25) | 2.92 (73/25) | 2.44 (61/25) 1.52 (38/25)

Table 2: The mean best objective function error values for 10° evaluations in 25 runs for ES, PLES, LR-
CMA-ES, IPOP-CMA-ES, and PSGES on the IEEE CEC 2005 benchmark. The values in the parentheses

are the ranks.

of problems which are “solved” according to the definition
provided in the benchmark. Table 3 lists the number of
solved test functions for the evolutionary algorithms, and
the numbers in the parentheses are the ranks. As we can
see in Table 3, for the unimodal functions, PSGES can solve
fi, f2, and f4. For the basic functions, PSGES can solve
fe, f7, fo, fi2, and fi3. For the total number of solved
problems, PSGES can solve 8 out of the 25 test functions.
PSGES is ranked top 3 in the comparison and is inferior only
to IPOP-CMA-ES and DMS-L-PSO, which are capable of
solving 11 and 9 test functions, respectively.

In addition, it might be interesting to compare the results
of PSGES to that of the most advanced evolution strategies,
IPOP-CMA-ES [2] and LR-CMA-ES [1]. Before conducting
the numerical experiments, we expected both IPOP-CMA-
ES and LR-CMA-ES to outperform PSGES because they
have been proven able to solve real-parameter optimization
problems effectively and efficiently. By analyzing the com-
position of the solved functions, we can find that IPOP-
CMA-ES does outperform PSGES. However, LR-CMA-ES
performs better on the unimodal functions and PSGES per-
forms better on the basic multimodal functions. Further-
more, such a condition also holds when we analyze the re-
sults for other algorithms in Table 3. PSGES solved the
least number, 3, of the unimodal functions but the second
most number, 5, of the basic multimodal functions. Accord-
ing to this situation, we might speculate that PSGES may
have a good global search mechanisms and need a further
enhancement for its local search facility.
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5. SUMMARY AND CONCLUSIONS

This paper first gave a brief background of evolution strat-
egy (ES) and particle swarm optimization (PSO) to present
the fundamentals for this study. To retain the capability of
rotating mutation ellipses and eliminate the need of a large
number of rotation angles in ES, we integrated the concept
and mechanism of swarm intelligence into ES mutation as
well as ES work-flow for determining the search direction of
mutation ellipses. By visualizing the search behavior of the
guided mutation operator and conducting numerical exper-
iments on a set of benchmark functions, we demonstrated
that PSGES should be an interesting research topic.

PSGES considers swarm intelligence as a global search op-
erator and ES mutation as a local search facility. By combin-
ing the strengths coming from the two different methodolo-
gies, PSGES outperforms the classic ES and performs as well
as the most advanced ES in the experiments. However, in
ES, there also exist certain global search mechanisms, such
as recombination, as well as in PSO, there exist some local
search operations, such as the randomness in particle move-
ment. To bring good, working mechanisms from ES and
PSO together, we need to further understand the strengths
and weaknesses of all their components to avoid possible de-
structive side-effects caused by the conflicting components.
Finally, the framework of PSGES may reveal a paradigm
for integrating different methodologies together by analyzing
the individual capabilities and assembling the components
in a proper manner. Along this line may there be a great
possibility to create more advanced evolutionary algorithms.



[ Algorithm I U | B [ EH ][ Total |
PSGES 124 6701213 | * || 83)
BLX-MA[13] 1245 911,12 [ 7(9)
Co-EVO[15] 1234 7 5 05)
DE[16] 123,45 6,0 7 ()
DMS-L-PSOTI0] || 1,2,3,5 6,7,9,12 592
EDA[21] 12,34 % {4 (6)
K-PCX[19] 1,24 6,9,10,12 7 (@
LR-CMA-ES[T] || 1,2,3,4,5 6,7,12 83
IPOP-CMA-ES[2] || 1,2,3,4,5 | 6,7,9,10,11,12 | * || 11 (1)
SPC-PNX[3] 1245 6,711 7 @)

Table 3: The number of solved test functions in the
IEEE CEC 2005 benchmark for various advanced
evolutionary algorithms. U: Unimodal functions (f:
to f5); B: Basic functions (fs to fi2); E: Expanded
functions (fis and f14); H: Hybrid composition func-
tions (fi5 to f25). The numbers in the parentheses
are the ranks.
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