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ABSTRACT
Many real-world problems are based on the optimization of
more than one objective function. This work presents a tool
for the resolution of multi-objective optimization problems
based on the cooperation of a set of algorithms. The invested
time in the resolution is decreased by means of a parallel
implementation of an evolutionary team algorithm. This
model keeps the advantages of heterogeneous island models
but also allows to assign more computational resources to
the algorithms with better expectations. The elitist scheme
applied aims to improve the results obtained with single exe-
cutions of independent evolutionary algorithms. The user
solves the problem without the need of knowing the internal
operation details of the used evolutionary algorithms. The
computational results obtained on a cluster of PCs for some
tests available in the literature are presented.

Categories and Subject Descriptors
I.2.8 [Computing Methodologies]: Artificial Inteligen-
ce—Problem Solving, Control Methods and Search Heuris-
tic Methods; D.1.3 [Software Engineering]: Program-
ming Techniques—Concurrent Programming Parallel Pro-
gramming

General Terms
Evolutionary Multi-objective Optimization

Keywords
Evolution Strategies, Multi-objective Optimization, Paralle-
lization, Software Tools

1. PARALLEL SCHEME
The library provides a C++ implementation of a selection

of the literature best-known evolutionary algorithms intro-
ducing the novelty of the algorithms cooperation. The user
interface makes possible to properly configure the tool for
solving a particular problem in an easy and intuitive way [1].
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The team algorithm model consists of a coordinator process
and as many islands or slaves processes as specified by the
user. The coordinator starts on every idle slave the execu-
tion of an algorithm configuration and manages the global
solution. Slaves execute different algorithm instances, main-
taining partial solutions in their local Pareto front. When
an island execution finishes the local Pareto front is unified
into the global Pareto front. A migration scheme allows slave
processes to share part of their local solutions. Considering
the obtained results the coordinator gives more opportuni-
ties to the algorithms with better expectations.

Figure 1 shows the average errors achieved with the zdt
tests. zdt tests were solved with the single evolutionary al-
gorithms: nsga2, spea2 and spea fixing the number of eva-
luations to 50,000. Execution results were merged using the
nsga2 crowding operator, labelling this results as merge.
Also, each test problem was solved using a team algorithm
constituted by three islands. The number of evaluations
with this method was fixed to 150,000, that is, the sum of
the evaluations executed by the individual algorithms. The
solutions obtained by this method were named team. The
experimental studies conclude that the parallel cooperation
between algorithms leads to a considerable improvement of
the results quality.
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Figure 1: Average Error in ZDT Problems
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