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ABSTRACT
A bicriteria two-machine flowshop scheduling problem is ad-
dressed to minimize the number of setups and makespan.
The jobs have sequence dependent setup times. Schedul-
ing problems considering either of these objectives are NP-
hard. Two multi-objective metaheurisctics based on genetic
algorithms (MOGA) and simulated annealing (MOSA) are
proposed to find approximations of Pareto-optimal frontiers.
The performances of these approaches are compared with
lower bounds for small problems. In larger problems, their
performance is compared with each other. Experimenta-
tions revealed that both algorithms perform very similar
on small problems and that MOGA outperforms MOSA in
terms of the quality of solutions on larger problems.
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1. INTRODUCTION
In this paper we address a flowshop sequence dependent

job scheduling problem. The term “sequence dependent”
implies that the setup times depend on the sequence in which
the jobs are processed on the machines. It is assumed that
n jobs are to be processed on two machines in the same or-
der. Each job Ji is characterized by two attributes. The
attribute of job Ji on machine k is denoted by ai,k. Let A1

and A2 denote the sets of all possible attributes on machines
M1 and M2, respectively. If job Jj is processed immediately
after job Ji, a setup time sij,k is required on machine k, if
ai,k 6= aj,k. The setup times as in many real world schedul-
ing problems are sequence dependent. The process time of
job Ji on machine k is shown by pi,k.
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The goal is to schedule the set of jobs in order to min-
imize the number of setups and the makespan (or Cmax).
The first objective is usually favored by the production man-
agers to reduce cost and complexity of the production plan
while the second one is mostly considered by the customers
as a measure of service. There seems to be a natural con-
flict between these two objectives so one must consider the
set of Pareto-optimal solutions equally favorable if prefer-
ences of the decision-maker are not known a priori. Using
the standard three-field notation of multicriteria scheduling
problems, the bicriteria problem addressed in this research
can be referred to as F2|Ssd|Setups, Cmax.

2. THE SOLUTION APPROACHES
We employ multi-objective genetic algorithm and simu-

lated annealing metaheuristics (MOGA and MOSA respec-
tively) to find approximations of the Pareto-optimal sets.

3. COMPUTATIONAL EXPERIMENTS
Two groups of test problems were generated at random to

evaluate the performance of proposed solution approaches.
The first group includes 11 small size problems with 9 to 38
jobs. The second group includes 24 larger problems with 40
to 1000 jobs.

Parameters of both algorithms were tuned empirically.
For small size problems, the quality of frontiers are measured
with reference to lower bounds. For large size problems, the
union of the final frontiers of MOGA and MOSA is used
as the reference set. Both MOGA and MOSA algorithms
were run 20 times on each problem on the same platform.
Average and standard deviation of these runs for small and
large problems are calculated. Significance of the difference
between the two algorithms were examined using t-Test at
α = 0.05 level of significance.

4. CONCLUSION
Statistical experimentations show that the quality of both

algorithms are equivalent on small size problems. It was
also observed that MOGA performs better than MOSA in
finding approximations of Pareto-optimal fronts in large size
instances at α = 0.05 level of significance.
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