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ABSTRACT
Facial composite systems are used to create a likeness to
a suspect in criminal investigations. Traditional, feature-
based facial composite systems rely on the witness’ ability
to recall individual features, provide verbal descriptions and
then select them from stored libraries of labelled features - a
task which witnesses often find difficult. The EFIT-V facial
composite system is based on different principles, employing
a holistic (whole face) approach to construction.

The witness is shown a number of randomly generated faces
and is asked to select the one that best resembles the target.
A genetic algorithm is then used to breed a new generation
of faces based upon the selected individual. This process
is repeated until the user is satisfied with the composite
generated.

This paper describes the main components and methodology
of EFIT-V and showcases the strengths of the system.

Categories and Subject Descriptors
I.4.9 [Image Processing and Computer Vision]: Appli-
cations; I.2.1 [Artificial Intelligence]: Applications and
Expert Systems—Industrial Automation

General Terms
Human Factors

Keywords
Interactive Evolutionary Algorithm, Appearance Models, Fa-
cial Composites, Facial Synthesis
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1. INTRODUCTION
Facial composite systems are used in criminal investigations
as a means for a witness to generate a likeness to a sus-
pect. By generating a composite image of sufficient likeness
it is hoped that subsequent display to members of the public
will result in recognition and capture. Current systems use a
process which relies on the witness’ ability to recall and de-
scribe individual facial features, select the best choice from a
large library and arrange them in the correct spacial configu-
ration. Although earlier feature based systems such as Iden-
tiKit I and PhotoFIT have undergone substantial improve-
ments the underlying process remains the same. There are
two main drawbacks to the feature-based approach. Firstly,
previous research has demonstrated the shortcomings of re-
call as a means of identification and it has been suggested
that the weakest link in the generation of facial composites
is the need for a witness to recall and verbally describe the
suspect’s face to the operator [9]. Secondly, a considerable
body of evidence now suggests that the task of recognition
and synthesis does not lend itself to simple decomposition
into features but is a global process relying on the inherent
spatial/textural relations between all features in the face [1].

We reason that the design of an effective facial composite
system should be based upon the witness’ ability to perform
different tasks in facial processing and should be able to
produce realistic and accurate composite faces. Based on
previous work by by Gibson et al. [4] and Pallares-Bejarano
[8], the EFIT-V system models global facial characteristics
and allows the witness to produce plausible, near photo-
realistic facial composites. Relted work includes Caldwell
and Johnston [2] and Hancock et al. [5].

EFIT-V combines a compact model of the human face with
an interactive evolutionary algorithm to search for a target
face. In Section 2, we will discuss the production of a genera-
tive model of facial appearance that provides the genotypes.
In Section 3, an evolutionary algorithm is described that bal-
ances speed and usability. Section 4 describes significant re-
finements to the system which have proved to be important
in practical applications. Our conclusions on the efficiency
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Figure 1: Example composites generated using EFIT-V

Figure 2: The landmark points used in EFIT-V

of the system, future developments and current usage are
presented in the summary. Typical examples of composite
images generated by EFIT-V are presented in Figure 1.

2. GENERATIVE MODEL OF FACIAL
APPEARANCE

Appearance models are statistical learning methods which
enable a compact representation of the human face to be
generated [7].

The shape of a face is described by a set of coordinates
placed around the main features (Figure 2). Each feature is
thus represented by a vector of landmark coordinates, x. By
applying principal components analysis (PCA) to the data
set {x} the dimensionality of the data is reduced [6]. Any
example can then be approximated using:

x = x + Psbs (1)

where x̄ is the mean shape, Ps is the set of orthogonal
modes of variation and bs is a vector of shape parameters.

Each example face image is then warped to the mean face
shape and the intensity value of each pixel is sampled. This
is represented by a column vector g containing the red, green
and blue values. PCA is applied to this data to obtain a
linear model similar to that for the shape:

g = g + Pgbg (2)

where ḡ is the mean texture, Pg is the set of orthogonal
modes of variation and bg are the texture parameters.

The shape and texture of any example can thus be summa-
rized by the vectors bs and bg. Correlations exist between
the shape and texture of an example so it is possible to
apply a further PCA to the data yielding a simultaneous
representation of shape-texture:

b =

(
bs

bg

)
=

(
PT

s (x − x)
PT

g (g − g)

)
(3)

We apply a further PCA on these vectors, giving a reduced
model:

b = Qc, Q =

(
Qs

Qg

)
(4)

Where the columns of Q are eigenvectors and c is a vec-
tor of appearance model parameters controlling both shape
and texture. The linear nature of the model allows the ex-
pression of both shape and texture directly as a function of
c:

x = x + PsQsc (5)

g = g + PgQgc (6)

An example image can be synthesized for a given c by gen-
erating the ‘shape-free’ texture from the vector g and warp-
ing it using the control points described by x. To generate
plausible faces, the probability density function of appear-
ance model parameters must be estimated. This can be
modelled using a standard multivariate normal probability
density function:

N(c; 0, Λ) = (2π)−
n
2 |Λ|− 1

2 e
− 1

2 (cT Λ−1c) (7)

Where Λ is the covariance matrix of appearance model pa-
rameters. Truncating the appearance model vector, c, al-
lows for a very concise representation of a face, typically
50-75 parameters.

2.1 Appearance Model Used in EFIT-V
The model used in EFIT-V was built from 822 images com-
prising an assortment of male and female faces and a broad
range of ethnicities and ages. Each image was labelled with
over 150 landmark points to describe face shape, Figure 2.
Polynomial curves were fitted to the facial features using
manually placed control points. Landmarks were defined by
automatic sampling of the polynomial curves at equidistant
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intervals. To allow prior demographic knowledge to be in-
corporated in the search procedure, faces that exhibit char-
acteristics associated with the chosen ethnicity and age can
be generated using an appropriate sub-sample model. Ac-
cordingly, probability density functions for the sub-sample
model were defined as:

N(c; μc, Σc) = (2π)−
n
2 |Σc|− 1

2 e
− 1

2 ((c−μ0)T Σ−1
c (c−μ0)) (8)

Where μc is the mean of the sub-sample and Σc is the covari-
ance matrix of appearance model parameters comprising of
a sub-sample of the set, {c}. Figure 3 shows some random
faces created from different demographic groups.

3. INTERACTIVE EVOLUTIONARY FACE
SEARCH

The appearance model described in Section 2 provides a
powerful method of generating plausible facial images by
selecting the appropriate vector c. In EFIT-V, c is a 75
element vector of real numbers which comprises the geno-
type in our problem. This section describes a method that
allows witnesses to determine the optimal vector of appear-
ance model parameters that can be used to construct a suit-
able likeness to the target face.

We define ‘face space’ as the vector space spanned by the
columns of Q. The method of searching the ‘face space’
for the fittest vector of appearance model parameters has
to satisfy both practical and technical criteria. The process
needs to be both easy for a witness to use, and also allow
for a fast convergence to the target.

The genetic algorithm designed for the task has been termed
a select, multiply, mutate algorithm, SMM [3]. A small pop-
ulation is presented to the user who is asked to select the
fittest individual from the selection - the individual that
most closely resembles the target. This individual (named
the stallion) is cloned a number of times, each being mutated
slightly. The mutated clones, as well as the stallion from the
previous generation, are then placed in the new population.
The process is repeated until the user is satisfied they can-
not generate a better likeness to the suspect. This process
is detailed in Figure 4. The population size chosen for the
algorithm is important. A large population size allows the
algorithm to search a larger area of ‘face space’ at each gen-
eration and therefore achieve faster convergence, however
this may be overwhelming for a witness. A smaller popu-
lation is more accessible, but leads to slower convergence.
A population size of 9 was chosen as it allows a neat 3 × 3
grid layout and was found to be a good compromise between
convergence speed and usability.

In the SMM algorithm, the only genetic operator used is mu-
tation. The mutation rate determines the amount of vari-
ation in each new population. At the start of the search
process it is desirable to have a larger mutation rate, to al-
low the witness to explore as much of the search space as
possible. As the witness converges on a target, the mutation
rate should be lower to allow more fine grained control. The
method of mutation rate control in the algorithm follows the
exponential decay:

p(t) = 0.100 + 0.417t−0.558 (9)

1. An initial population of faces is presented to the
witness via a graphical user interface

2. The witness selects the phenotype that exhibits the
best likeness to the suspect - the fittest face, labelled
the stallion

3. The genotype of the stallion is cloned (multiplied)
eight times

4. Each of the eight genotypes is mutated by making
random changes to the genetic material (appear-
ance model parameters)

5. The eight mutated genotypes and the stallion are
then placed into an array

6. Phenotypes are generated and displayed to the user
for rating

7. Steps 1 to 6 are repeated until the witness is satis-
fied they could not generate a better likeness to the
suspect

Figure 4: Structure of the Evolutioanry Algo-
rithm used in EFIT-V

Where p is the probability that a parameter will mutate and
t is the generation number. As the number of generations
increases, the amount of variation exhibited in the popu-
lation decreases as the chance of mutation decreases. The
mutation rate is the probability that a locus is mutated.
When a mutation occurs the paramter value is resampled
from the distribution in Equation (8) between ±3 standard
deviations.

The rate of decay was determined by testing the system with
simulated ideal and non-ideal witnesses. An ideal witness
always selects the individual closest to the target, the fittest
at each generation. A non-ideal witness tests the robustness
of the system by attempting to model the behaviour of a
human user who does not always select the fittest individual
at each generation.

Figure 5 shows the steps taken to generate a new population.

3.1 Evolutionary Rejection Strategy
To improve the rate at which a user can converge on the tar-
get without making the process too cognitively demanding
it is also possible for the user to reject individuals at each
generation. By creating ‘no-go’ zones in the search space
around the rejected individuals, the search will not return
to these areas.

Alongside the sample space, a decision space D(x), ini-
tialised to D(x) = 1, is formed that acts as the probabil-
ity of a new individual being added to the population. As
individuals are rejected by the witness the decision space is
modified through multiplication of a weight function, W (x).
For the k + 1th rejected individual we have:

Dk+1(x) = Wk(x)Dk(x) (10)
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(a) Random sample of faces synthesised using the

sub-sample of black males aged 40-45.

(b) Random sample of faces synthesised using

the sub-sample of white males aged 50-55.

(c) Random sample of faces synthesised using the

sub-sample of white females aged 15-20.

Figure 3: Random faces synthesised from different demographics

Where:

Wk(x) = 1 − e(−α(x−xk)2) (11)

And xk is the kth rejected individual.

This sets D(x) = 0 when x = xk and makes the function
small in the region where x approaches xk. α is an ad-
justable parameter that effectively controls the zone of in-
fluence of a rejected individual.

For any value of x sampled we then randomly sample from
the uniform distribution P (y) = 1(0 ≤ y < 1). If y ≤ D(x)
the individual is inserted into the new population, otherwise
we disallow the individual and we resample for x.

Experience with the system has shown that a process con-
sisting of just selection and rejection can achieve satisfactory
results. However, in many cases users feel that determinis-
tic changes to the facial appearance are also advantageous
when creating a facial likeness. This functionality has been
included in EFIT-V and is outlined in Section 4.

4. DETERMINISTIC CHANGES TO FACIAL
APPEARANCE

The stochastic method described in Section 3 allows a user
to search ‘face space’ for a suitable likeness to the target.
To allow the user to have greater control over the compos-
ite generation process, functionality has been provided for
making deterministic changes to the image, should the user
feel they are beneficial. This functionality includes:

• Scaling, translation and rotation of features

• Age transformation

• Blending of two or more faces within a population

• Adding high spatial frequency overlays

(a) A composite gener-

ated without overlays

(b) Overlays allow high-

frequency details to be

added to to composite

image

Figure 6: A composite image with and without over-
lays added

EFIT-V also allows the user to add overlays to a composite
to display details that are not well modelled by the facial ap-
pearance model. These include high-frequency details such
as wrinkles and other lines associated with ageing (see Fig-
ure 6). The overlays are currently selected deterministically
and independently of the evolutionary process but will be
determined by the genetic algorithm at a later date, extend-
ing the genotype to include support for adding overlays. The
user can use these deterministic tools during the composite
generation; to accelerate the convergence to a target face.

5. SUMMARY
An evolutionary approach to facial composite generation
was described and implemented. The use of a global face
model depends upon the witness’ ability to recognise rather
than recall in the composite generation process, a task which
is more suited to the cognitive processes involved in human
facial processing. A genetic algorithm allows the user to
search the ‘face space’ for a likeness. The system has been
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(a) Initial population: Random genotypes gener-

ated.

(b) Initial population: Phenotypes synthesised

from the genotypes - fittest phenotypes (as selected

by the witness) circled in red.

(c) Cloning (Multiply): Genotype corresponding

to fittest phenotype cloned nine times.

(d) Mutation: Random mutations on eight of the

nine clones. The stallion remains unaltered, although

its position in the new generation is randomised.

(e) New Generation: Based on mutated genetic

material from select face.

Figure 5: Schematic representation of the process which results in generation of phenotype facial images. The user is shown

a number of randomly generated faces and selects the one they recognise as looking most like the suspect. A genetic algorithm

is then used to breed a new generation of facial composites.
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designed to be sympathetic to the cognitive processes in-
volved in human face recognition. Deterministic changes
complement the evolutionary procedure and can be per-
formed during the generation process if the user feels it is
necessary.

A system based upon this approach called EFIT-V has been
implemented. EFIT-V is currently the subject of a UK
Home Office funded trial taking place in two UK police
forces. In these trials, EFIT-V successfully provided intel-
ligence, arrest or detection in 30% of cases in which it was
used. Moreover, these were cases in which the witness was
judged to be incapable of producing a composite using a
standard, feature-based, commercial system.

6. REFERENCES
[1] A.W.Young, D. Hellawell, and D. Hay. Configurational

information in face perception. Perception, 16:747–749,
1987.

[2] C. Caldwell and V. Johnston. Tracking a criminal
suspect through face-space with a genetic algorithm.
Proceedings of the Fourth International Conference on
Genetic Algorithms, pages 416–421, 1991.

[3] S. Gibson, A. Pallares-Bejarano, M. Maylin, and
C. Solomon. The generation of facial composites using
and evolutionary algorithm. In K. Sirlantzis, editor, 6th
International Conference on Recent Advances in Soft
Computing, pages 249–254. RASC, July 2006.

[4] S. J. Gibson, C. J. Solomon, and A. P. Bejarano.
Synthesis of photographic quality facial composites
using evolutionary algorithms. Proceedings of the
British Machine Vision Conference 2003, Vol
1:221–230, 2003.

[5] P. Hancock. Evolving faces from principal components.
Behaviour Research Methods, Instruments and
Computers, 32(2):327–333, 2000.

[6] I. Jolliffe. Principal component analysis.
Springer-Verlag, 1986.

[7] A. Lanitis, C. Taylor, and T. Cootes. Automatic
interpretation and coding of face images using flexible
models. Human-computer interaction, 2:18.

[8] A. Pallares-Bejarano, C. Solomon, and S.J.Gibson.
Eigenfit: Building photographic quality facial
composites using evolutionary algorithms. Proceedings
of the 3rd IASTED international conference
Visualization, imagingand image processing, page 1,
Sept 2003.

[9] J. Turner, G. Pike, N. Towell, R. Kemp, and
P. Bennett. Making faces: Comparing e-fit construction
techniques. Proceedings of The British Psychological
Society, 7(1):78, 1999.

1490



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2001
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


