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ABSTRACT
Extracting natural groups of the unlabeled data is known
as clustering. To improve the stability and robustness of
the clustering outputs, clustering ensembles have emerged
recently. In this paper, an ensemble of particle swarm clus-
tering algorithms is proposed. That is, the members of the
ensemble are based on the cooperative swarms clustering ap-
proaches. The performance of the proposed particle swarm
clustering ensemble is evaluated using different data sets and
is compared to that of other clustering techniques.

Categories and Subject Descriptors: H.3.3 [Informa-
tion Search and Retrieval]: Clustering

General Terms: Algorithms, Design.

Keywords: Particle swarm optimization(PSO), data clus-
tering, clustering ensemble, multiple cooperative swarms.

1. INTRODUCTION
Particle swarm optimization is a bio-inspired search algo-

rithm mimics the swarming behavior of flocks of birds [5, 6].
PSO has been applied into a number of clustering applica-
tions such as document clustering, gene expression and im-
age segmentation all of which use a single swarm to deal with
clustering problem. The single swarm clustering is based on
search technique which does not rely on the initial solutions
and increases the possibility of converging to a near-optimal
solution [3]. When the dimensionality of the data is rela-
tively high and the number of clusters is large, the ability of
the single swarm clustering is not sufficient to explore all of
the solution space thoroughly. Instead, multiple cooperative
swarms can be considered to determine clusters’ centers [2].
Multiple cooperative swarms clustering approach distributes
the search space among several swarms each of which is re-
sponsible to search its corresponding portion while cooper-
ating with other swarms [2].

To improve the stability and robustness of the clustering
outputs, clustering ensembles have emerged recently [1]. In
this paper, a new ensemble of clustering approaches is in-
troduced in which the members of the ensemble belong to
the multiple cooperative swarms clustering category. Each
member provides its solution for the given data as a vector of
labels assumed as a new feature. The new extracted features
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are used in a aggregation module which is based on multi-
ple cooperative swarms clustering and the final clustering
solution is released accordingly.

In the following, we first introduce our proposed particle
swarm clustering ensemble. We next present experimental
results. We finally provide concluding remarks.

2. ENSEMBLE OF PSO CLUSTERINGS
Clustering is the process of extracting natural grouping

of data based on some measures of similarity. In clustering
ensemble, several clustering algorithms provide solution to
the given clustering task. These solutions obtained by B
different clustering algorithms are combined in aggregation
module to obtain a final clustering solution. Hence, two
main components should be addressed in order to build a
clustering ensemble. These components are the generation
of different partitions (diversification) and consensus func-
tion (aggregation) as explained next.

2.1 Diversification
First, the model order of each clustering algorithm is se-

lected randomly from a pre-specified range, k ∈ [kmin, kmax],
where kmin, kmax are the pre-specified maximum and min-
imum values for the model order of the given clustering
problem. Having the model order selected, the coopera-
tive swarms clustering algorithm [2] is applied on the data
and the clustering solution is expressed by a vector of labels.
In other words, each individual clustering can be presumed
as feature extraction in which the original feature space X
is mapped into a new feature space. Thus, each individual
clustering algorithm reduces the dimensionality of the data.

2.2 Aggregation
The solution of different clustering algorithms together

provide a new feature space of dimension B represented by
X̃. This new feature space, considered as a new represen-
tation of the original data, is used in another multiple co-
operative swarms clustering with a priori given number of
clusters. The schematic presentation of the proposed coop-
erative swarms clustering ensemble is depicted in Fig. 1.

3. EXPERIMENTAL RESULTS
To evaluate the performance of the proposed ensemble

of multiple cooperative swarms clustering algorithms, three
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Figure 1: Architecture of the proposed method

data sets iris, zoo and liver-disordered from UCI machine
learning repository [4] are selected.

The PSO parameters are considered as w = 1.2(decreasing
gradually), c1 = 1.49, c2 = 1.49, and n = 30 (for all
swarms). To keep a balance between compactness and sepa-
ration measures in the combined measure, w1 has been fixed
to 0.85 [2]. Also, the model order is assumed to be equal to
the number of classes for all data sets. Besides, the size of
ensemble is B = 10 and the maximum and minimum val-
ues for the model orders of the clustering algorithms are
assumed to be kmin = 2 and kmax = 10, respectively.

The proposed approach is compared with the ensemble
of other clustering techniques such as k-means, k-harmonic
means, fuzzy c-means, hybrid PSO, and single swarm clus-
tering for different data sets in terms of combined measure
as presented in Fig. 2. The results have been obtained by
averaging over 30 independent runs. According to Fig. 2,
the proposed approach outperforms the other techniques us-
ing different data sets. Moreover, the ensemble approaches
based on k-means, k-harmonic means, and fuzzy c-means
converges quickly as compared to the ensemble approaches
based on particle swarm optimization. However, their fi-
nal solution inferiors that of PSO clustering ensembles in
terms of combined measure. Also, a sharp improvement in
the behavior of clustering ensemble based on hybrid PSO
and multiple cooperative swarms is duo to switching from
k-means to single swarm in hybrid approach and beginning
the cooperation among swarms in the multiple cooperative
swarms approach.

4. CONCLUSIONS
In this paper, we introduced a new clustering ensemble

scheme based on multiple cooperative swarms approach. The
proposed approach encompassed two main components: di-
versification and aggregation. In diversification component,
several clustering algorithms based on multiple cooperative
swarms with different model orders have been used to pro-
vide solutions for the given data. Next in the aggregation
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Figure 2: Comparing convergence of the proposed
method with others in terms of combined measure

component, the outputs of the clustering algorithms in di-
versification part have been considered as new feature space
to be clustered by a new multiple cooperative swarms ap-
proach with known model order. The proposed approach has
been evaluated on a number of data sets from UCI machine
learning repository.
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