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ABSTRACT
XCS with computed prediction, namely XCSF, has been re-
cently extended in several ways. In particular, a novel pre-
diction update algorithm based on recursive least squares
and the extension to polynomial prediction led to signifi-
cant improvements of XCSF. However, these extensions have
been studied so far only on single step problems and it is
currently not clear if these findings might be extended also
to multistep problems. In this paper we investigate this is-
sue by analyzing the performance of XCSF with recursive
least squares and with quadratic prediction on continuous
multistep problems. Our results show that both these ex-
tensions improve the convergence speed of XCSF toward an
optimal performance. As showed by the analysis reported
in this paper, these improvements are due to the capabili-
ties of recursive least squares and of polynomial prediction
to provide a more accurate approximation of the problem
value function after the first few learning problems.

Categories and Subject Descriptors
I.2 [Artificial Intelligence]: Learning

General Terms
algorithms performance

Keywords
learning classifier systems , recursive least squares, multistep
problems

1. INTRODUCTION
Learning Classifier Systems are a genetic based machine

learning technique for solving problems through the inter-
action with an unknown environment. The XCS classifier
system [16] is probably the most successful learning classi-
fier system to date. It couples effective temporal difference
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learning, implemented as a modification of the well-known
Q-learning [14], to a niched genetic algorithm guided by an
accuracy based fitness to evolve accurate maximally general
solutions. In [18] Wilson extended XCS with the idea of
computed prediction to improve the estimation of the clas-
sifiers prediction. In XCS with computed prediction, XCSF
in brief, the classifier prediction is not memorized into a
parameter but computed as a linear combination of the cur-
rent input and a weight vector associated to each classifier.
Recently, in [11] the classifier weights update has been im-
proved with a recursive least squares approach and the idea
of computed prediction has been further extended to poly-
nomial prediction. Both the recursive least squares update
and the polynomial prediction have been effectively applied
to solve function approximation problems as well as to learn
Boolean functions. However, so far it is not currently clear
whether these findings might be extended also to contin-
uous multistep problems, where Wilson’s XCSF has been
already successfully applied [9]. In this paper we investigate
this important issue. First, we extend the recursive least
squares update algorithm to multistep problems with the
covariance resetting, a well known approach to deal with
a non stationary target. Then, to test our approach, we
compare the usual Widrow-Hoff update rule to the recur-
sive least squares (extended with covariance resetting) on a
class of continuous multistep problems, the 2D Gridworld
problems [1]. Our results show that XCSF with recursive
least squares outperforms XCSF with Widrow-Hoff rule in
terms of convergence speed, although both reach finally an
optimal performance. Thus, the results confirm the find-
ings of previous works on XCSF with recursive least squares
applied to single step problems. In addition, we performed
a similar experimental analysis to investigate the effect of
polynomial prediction on the same set of problems. Also in
this case, the results suggest that quadratic prediction re-
sults in a faster convergence of XCSF toward the optimal
performance. Finally, to explain why recursive least squares
and polynomial prediction increase the convergence speed
of XCSF we showed that they improve the accuracy of the
payoff landscape learned in the first few learning problems.

2. XCS WITH COMPUTED PREDICTION
XCSF differs from XCS in three respects: (i) classifier

conditions are extended for numerical inputs, as done in
XCSI [17]; (ii) classifiers are extended with a vector of weights
w, that are used to compute prediction; finally, (iii) the
original update of classifier prediction must be modified so
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that the weights are updated instead of the classifier predic-
tion. These three modifications result in a version of XCS,
XCSF [18, 19], that maps numerical inputs into actions with
an associated calculated prediction. In the original paper
[18] classifiers have no action and it is assumed that XCSF
outputs the estimated prediction, instead of the action itself.
In this paper, we consider the version of XCSF with actions
and linear prediction (named XCS-LP [19]) in which more
than one action is available. As said before, throughout
the paper we do not keep the (rather historical) distinction
between XCSF and XCS-LP since the two systems are ba-
sically identical except for the use of actions in the latter
case.

Classifiers. In XCSF, classifiers consist of a condition, an
action, and four main parameters. The condition specifies
which input states the classifier matches; as in XCSI [17],
it is represented by a concatenation of interval predicates,
inti = (li, ui), where li (“lower”) and ui (“upper”) are inte-
gers, though they might be also real. The action specifies
the action for which the payoff is predicted. The four pa-
rameters are: the weight vector w, used to compute the
classifier prediction as a function of the current input; the
prediction error ε, that estimates the error affecting clas-
sifier prediction; the fitness F that estimates the accuracy
of the classifier prediction; the numerosity num, a counter
used to represent different copies of the same classifier. Note
that the size of the weight vector w depends on the type of
approximation. In the case of piecewise-linear approxima-
tion, considered in this paper, the weight vector w has one
weight wi for each possible input, and an additional weight
w0 corresponding to a constant input x0, that is set as a
parameter of XCSF.

Performance Component. XCSF works as XCS. At each
time step t, XCSF builds a match set [M] containing the clas-
sifiers in the population [P] whose condition matches the
current sensory input st; if [M] contains less than θmna ac-
tions, covering takes place and creates a new classifier that
matches the current inputs and has a random action. Each
interval predicate inti = (li, ui) in the condition of a cov-
ering classifier is generated as li = st(i) − rand(r0), and
ui = st(i) + rand(r0), where st(i) is the input value of state
st matched by the interval predicated inti, and the function
rand(r0) generates a random integer in the interval [0, r0]
with r0 fixed integer. The weight vector w of covering clas-
sifiers is randomly initialized with values from [-1,1]; all the
other parameters are initialized as in XCS (see [3]).

For each action ai in [M], XCSF computes the system pre-
diction which estimates the payoff that XCSF expects when
action ai is performed. As in XCS, in XCSF the system pre-
diction of action a is computed by the fitness-weighted aver-
age of all matching classifiers that specify action a. However,
in contrast with XCS, in XCSF classifier prediction is com-
puted as a function of the current state st and the classifier
vector weight w. Accordingly, in XCSF system prediction
is a function of both the current state s and the action a.
Following a notation similar to [2], the system prediction for
action a in state st, P (st, a), is defined as:

P (st, a) =

P
cl∈[M]|a cl.p(st)× cl.FP

cl∈[M]|a cl.F
(1)

where cl is a classifier, [M]|a represents the subset of classi-

fiers in [M] with action a, cl.F is the fitness of cl ; cl.p(st) is
the prediction of cl computed in the state st. In particular,
when piecewise-linear approximation is considered, cl.p(st)
is computed as:

cl.p(st) = cl .w0 × x0 +
X
i>0

cl .wi × st(i)

where cl.w i is the weight wi of cl and x0 is a constant in-
put. The values of P (st, a) form the prediction array. Next,
XCSF selects an action to perform. The classifiers in [M]
that advocate the selected action are put in the current ac-
tion set [A]; the selected action is sent to the environment
and a reward P is returned to the system.

Reinforcement Component. XCSF uses the incoming
reward P to update the parameters of classifiers in action set
[A]. The weight vector w of the classifiers in [A] is updated
using a modified delta rule [15]. For each classifier cl ∈ [A],
each weight cl.w i is adjusted by a quantity Δwi computed
as:

Δwi =
η

|st(i)|2 (P − cl.p(st))st(i) (2)

where η is the correction rate and |st|2 is the norm the
input vector st, (see [18] for details). Equation 2 is usu-
ally referred to as the “normalized” Widrow-Hoff update or
“modified delta rule”, because of the presence of the term
|st(i)|2 [5]. The values Δwi are used to update the weights
of classifier cl as:

cl.w i ← cl.w i + Δwi (3)

Then the prediction error ε is updated as:

cl.ε← cl.ε + β(|P − cl.p(st)| − cl.ε)

Finally, classifier fitness is updated as in XCS.

Discovery Component. The genetic algorithm and sub-
sumption deletion in XCSF work as in XCSI [17]. On a reg-
ular basis depending on the parameter θga, the genetic algo-
rithm is applied to classifiers in [A]. It selects two classifiers
with probability proportional to their fitness, copies them,
and with probability χ performs crossover on the copies;
then, with probability μ it mutates each allele. Crossover
and mutation work as in XCSI [17, 18]. The resulting off-
spring are inserted into the population and two classifiers
are deleted to keep the population size constant.

3. IMPROVING AND EXTENDING COM-
PUTED PREDICTION

The idea of computed prediction, introduced by Wilson
in [18], has been recently improved and extended in sev-
eral ways [11, 12, 6, 10]. In particular, Lanzi et al. ex-
tended the computed prediction to polynomial functions [7]
and they introduced in [11] a novel prediction update al-
gorithm, based on the recursive least squares. Although
these extensions proved to be very effective in single step
problems, both in function approximation problems [11, 7]
and in boolean problems [8], they have never been applied
to multistep problems so far. In the following, we briefly
describe the classifier update algorithm based on recursive
least squares and how it can be applied to multistep prob-
lems. Finally, we show how computed prediction can be
extended to polynomial prediction.
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3.1 XCSF with Recursive Least Squares
In XCSF with recursive least squares,the Widrow-Hoff

rule used to update the classifier weights is replaced with
a more effective update algorithm based on recursive least
squares (RLS). At time step t, given the current state st

and the target payoff P , recursive least squares update the
weight vector w as

wt = wt−1 + kt[P − xtwt−1],

where xt = [x0 st]
T and kt, called gain vector, is computed

as

kt =
Vt−1xt

1 + xT
t Vt−1xt

, (4)

while matrix Vt is computed recursively by,

Vt =
h
I − ktx

T
t

i
Vt−1. (5)

The matrix V(t) is usually initialized as V(0) = δrlsI, where
δrls is a positive constant and I is the n × n identity ma-
trix. An higher δrls, denotes that initial parametrization
is uncertain, accordingly, initially the algorithm will use a
higher, thus faster, update rate (kt). A lower δrls, denotes
that initial parametrization is rather certain, accordingly the
algorithm will use a slower update. It is worthwhile to say
that the recursive least squares approach presented above
involves two basic underlying assumptions [5, 4]: (i) the
noise on the target payoff P used for updating the classifier
weights can be modeled as a unitary variance white noise
and (ii) the optimal classifier weights vector does not change
during the learning process, i.e., the problem is stationary.
While the first assumption is often reasonable and has usu-
ally a small impact on the final outcome, the second assump-
tion is not justified in many problems and may have a big
impact on the performance. In the literature [5, 4] many ap-
proaches have been introduced for relaxing this assumption.
In particular, a straightforward approach is the resetting of
the matrix V: every τrls updates, the matrix V is reset to its
initial value δrlsI. Intuitively, this prevent RLS to converge
toward a fixed parameter estimate by continually restarting
the learning process. We refer the interested reader to [5,
4] for a more detailed analysis of recursive least squares and
other related approaches, like the well known Kalman fil-
ter. The extension of XCSF with recursive least squares is
straightforward: we added to each classifier the matrix V as
an additional parameter and we replaced the usual update
of classifier weights with the recursive least squares update
described above and reported as Algorithm 1.

3.2 Beyond Linear Prediction
Usually in XCSF the classifier prediction is computed as

a linear function, so that piecewise linear approximations
of the action-value function are evolved. However, XCSF
can be easily extended to evolve also polynomial approxi-
mations. Let us consider a simple problem with a single
variable state space. At time step t, the classifier prediction
is computed as,

cl.p(st) = w0x0 + w1st,

where x0 is a constant input and st is the current state.
Thus, we can introduce a quadratic term in the approxima-
tion evolved by XCSF:

cl.p(st) = w0x0 + w1st + w2s
2
t . (6)

Algorithm 1 Update classifier cl with RLS algorithm

1: procedure update prediction(cl, s, P )
2: error ← P − cl.p(s); 	 Compute the current error
3: x(0)← x0; 	 Build x by adding x0 to s
4: for i ∈ {1, . . . , |s|} do
5: x(i)← s(i);
6: end for
7: if # of updates from last reset > τrls then
8: cl .V ← δrlsI 	 Reset cl .V
9: end if

10: ηrls ← (1 + x · cl.V · xT )−1;
11: cl .V ← cl .V − η−1

rlscl .V · xT x · cl .V ; 	 Update cl .V

12: kT ← cl .V · xT ;
13: for i ∈ {0, . . . , |s|} do 	 Update classifier’s weights
14: cl.w i ← cl.w i + k(i)· error;
15: end for
16: end procedure

To learn the new set of weights we use the usual XCSF
update algorithm (e.g., either RLS or Widrow-Hoff) applied
to the input vector xt, defined as xt = 〈x0, st, s

2
t 〉. When

more variables are involved, so that st = 〈st(1), . . . , st(n)〉,
we define

xt = 〈x0, st(1), s
2
t (1), . . . , st(n), s2

t (n)〉,
and apply XCSF to the newly defined input space. The same
approach can be generalized to allow the approximation of
any polynomials of order k by extending the input vector
xt with high order terms. However in this paper, for the
sake of simplicity, we will limit our analysis to the quadratic
prediction.

4. EXPERIMENTAL DESIGN
To study how the recursive least squares and the quadratic

prediction affect the performance of XCSF on continuous
multistep problems we considered a well known class of prob-
lems: the 2D gridworld problems, introduced in [1]. They
are two dimensional environments in which the current state
is defined by a pair of real valued coordinates 〈x, y〉 in [0, 1]2,
the only goal is in position 〈1, 1〉, and there are four possible
actions (left, right, up, and down) coded with two bits; each
action corresponds in a step of size s in the corresponding
direction; actions that would take the system outside the
domain [0, 1]2 take the system to the nearest position of the
grid border. The system can start anywhere but in the goal
position and it reaches the goal position when both coor-
dinates are equal or greater than one. When the system
reaches the goal it receives 0, in all the other cases it re-
ceives -0.5. We called the problem described above empty
gridworld, dubbed Grid(s), where s is the agent step size.
Figure 1a shows the optimal value function associated to the
empty gridworld problem, when s = 0.05 and γ = 0.95.

A slightly more challenging problem can be obtained by
adding some obstacles to the empty gridworld environment,
as proposed in [1]: each obstacle represents an area in which
there is an additional cost for moving. These areas are
called “puddles” [1], since they actually create a sort of pud-
dle in the optimal value function. Figure 1b depicts the
Puddles(s) environment that is derived from Grid(s) by
adding two puddles (the gray areas). When the system is
in a puddle, it receives an additional negative reward of -
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2, i.e., the action has an additional cost of -2; in the area
where the two puddles overlap, the darker gray region, the
two negative rewards add up, i.e., the action has a total ad-
ditional cost of -4. We called this second problem puddle
world, dubbed Puddles(s), where s is the agent step size.
Figure 1c shows the optimal value function of the puddle
world, when s = 0.05 and γ = 0.95.

The performance is computed as the average number of
steps to reach the goal during the last 100 test problems.
To speed up the experiments, problems can last at most 500
steps; when this limit is reached the problem stops even if
the system did not reach the goal. All the statistics reported
in this paper are averaged over 20 experiments.
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Figure 1: The 2D Continuous Gridworld problems:
(a) the optimal value function of Grid(0.05) when
γ=0.95; (b) the Puddles(0.05) environment; (c) the
optimal value function of Puddles(0.05) when γ=0.95.

5. EXPERIMENTAL RESULTS
Our aim is to study how the RLS update and the quadratic

prediction affect the performance of XCSF on continuous
multistep problems. To this purpose we applied XCSF with
different type of prediction, i.e., linear and quadratic, and

with different update rules, i.e., Widrow-Hoff and RLS, on
the Grid(0.05) and Puddles(0.05) problems. In addition,
we also compared the performance of XCSF to the one ob-
tained with the tabular Q-learning [13], a standard reference
in the RL literature. In order to apply tabular Q-learning to
the 2D Gridworld problems, we discretized the the continu-
ous problem space, using the step size s = 0.05 as resolution
for the discretization process. In the first set of experiments
we investigated the effect of the RLS update on the per-
formance of XCSF, while in the second set of experiments
we extended our analysis also to quadratic prediction. Fi-
nally, we analyzed the results obtained and the accuracy
of the action-value approximations learned by the different
versions of XCSF.

5.1 Results with Recursive Least Squares
In the first set of experiments we compared the Q-learning

and XCSF with the two different updates on the 2D contin-
uous gridworld problems. For XCSF we used the follow-
ing parameter settings: N = 5000, ε0 = 0.05; β = 0.2;
α = 0.1; γ = 0.95; ν = 5; χ = 0.8, μ = 0.04, pexplr = 0.5,
θdel = 50, θGA = 50, and δ = 0.1; GA-subsumption is on
with θsub = 50; while action-set subsumption is off; the pa-
rameters for integer conditions are m0 = 0.5, r0 = 0.25 [17];
the parameter x0 for XCSF is 1 [18]. In addition, with the
RLS update we used δrls = 10 and τrls = 50. Accordingly,
for Q-learning we set β = 0.2, γ = 0.95, and pexplr = 0.5.
The Figure 2a compares the performance of Q-learning and
of the two versions of XCSF on the Grid(0.05) problem. All
the systems are able to reach an optimal performance and
XCSF with the RLS update is able to learn much faster than
XCSF with the Widrow-Hoff update, although Q-learning is
even faster. This is not surprising, as Q-learning is provided
with the optimal state space discretization to solve the prob-
lem, while XCSF has to search for it. However it is worth-
while to notice that when the RLS update rule is used, XCSF
is able to learn almost as fast as the Q-learning. Moving to
the more difficult Puddles(0.05) problem, we find very sim-
ilar results as showed by Figure 2b. Also in this case, XCSF
with RLS update is able to learn faster than XCSF with
the usual Widrow-Hoff update rule and the difference with
Q-learning is even less evident.

Therefore, our results suggest that the RLS update rule is
able to exploit the experience collected more effectively than
the Widrow-Hoff rule and confirm the previous findings on
single step problems reported in [11].

5.2 Results with Quadratic Prediction
In the second set of experiments, we compared linear pre-

diction to quadratic prediction on the Grid(0.05) and the
Puddles(0.05) problems, using both Widrow-Hoff and RLS
updates. Parameters are set as in the previous experiments.
Table 1a reports the performance of the systems in the first
500 test problems as a measure of the convergence speed.
As found in the previous set of experiments, the RLS up-
date leads to a faster convergence, also when quadratic pre-
diction is used. In addition, the results suggest that also
quadratic prediction affects the learning speed: both with
Widrow-Hoff update and with the RLS update the quadratic
prediction outperforms the linear one. In particular, XCSF
with the quadratic prediction and the RLS update is able
to learn even faster than Q-learning in both Grid(0.05) and
Puddles(0.05) problems. However, as Table 1b shows, all
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Figure 2: The performance of Q-learning (reported
as QL), XCSF with the Widrow-Hoff update (re-
ported as WH), and of XCSF with the RLS update
(reported as RLS) applied to: (a) Grid(0.05) problem
(b) Puddles(0.05) problem. Curves are averages on
20 runs.

the systems reach an optimal performance. Finally, it can
be noticed that the number of macroclassifiers evolved (Ta-
ble 1c) is very similar for all the systems, suggesting that
XCSF with quadratic prediction does not evolve a more com-
pact solution.

5.3 Analysis of Results
Our results suggest that in continuous multistep prob-

lems, the RLS update and the quadratic prediction does not
give any advantage either in terms of final performance or
in terms of population size. On the other hand, both these
extensions lead to an effective improvement of the learning
speed, that is they play an important role in the early stage
of the learning process. However, this results is not surpris-
ing: (i) the RLS update exploits more effectively the experi-
ence collected and learns faster an accurate approximation;
(ii) the quadratic prediction allows a broader generalization
in the early stages that leads very quickly to a rough approx-
imation of the payoff landscape. Figure 3 reports the error
of the value function learned by the four XCSF versions dur-
ing the learning process. The error of a learned value func-
tion is measured as the absolute error with respect to the

System Grid(0.05) Puddles(0.05)

Q-learning 27.87 ± 0.84 32.12 ± 1.03
XCSF with LINEAR WH 97.75 ± 136.75 89.13 ± 22.36
XCSF with LINEAR RLS 38.46 ± 16.28 35.20 ± 7.60

XCSF with QUADRATIC WH 33.08 ± 6.07 62.56 ± 14.77
XCSF with QUADRATIC RLS 25.75 ± 3.11 29.51 ± 2.97

(a)
System Grid(0.05) Puddles(0.05)

Q-learning 21.21 ± 0.18 22.64 ± 0.16
XCSF with LINEAR WH 21.10 ± 0.32 22.90 ± 0.46
XCSF with LINEAR RLS 20.99 ± 0.28 23.15 ± 0.73

XCSF with QUADRATIC WH 20.99 ± 0.21 22.78 ± 0.38
XCSF with QUADRATIC RLS 20.97 ± 0.38 22.96 ± 0.56

(b)
System Grid(0.05) Puddles(0.05)

XCSF with LINEAR WH 1231.10 ± 47.04 1491.45 ± 38.17
XCSF with LINEAR RLS 1526.55 ± 29.61 1599.95 ± 40.25

XCSF with QUADRATIC WH 1401.45 ± 35.07 1494.95 ± 44.35
XCSF with QUADRATIC RLS 1577.60 ± 44.23 1596.70 ± 44.15

(c)

Table 1: XCSF applied to Grid(0.05) and to
Puddles(0.05) problems. (a) Average number of steps
to reach the goal per episode in the first 500 test
problems; (b) average number of steps to reach the
goal per episode in the last 500 test problems; (c)
size of the population evolved. Statistics are aver-
ages over 20 experiments.

optimal value function, computed as the average of the ab-
solute errors over an uniform grid of 100×100 samples of the
problem space. For each version of XCSF this error measure
is computed at different stages of the learning process and
then averaged over the 20 runs to generate the error curves
reported in Figure 3. Results confirm our hypothesis: both
quadratic prediction and RLS update lead very fast to accu-
rate approximations of the optimal value function, although
the final approximations are as accurate as the one evolved
by XCSF with Widrow-Hoff rule and linear prediction. To
better understand how the different versions of XCSF ap-
proximate the value function, Figure 4, Figure 5, Figure 6,
and Figure 7 show some examples of the value functions
learned by XCSF at different stages of the learning pro-
cess. In particular, Figure 4a and Figure 5a show the value
function learned by XCSF with linear prediction after few
learning episodes, using respectively the Widrow-Hoff up-
date and the RLS update. While the value function learned
by XCSF with Widrow-Hoff is flat and very uninformative,
the one learned by XCSF with RLS update provides a rough
approximation to the slope of the optimal value function, de-
spite it is still far from being accurate. Finally, Figure 6 and
Figure 7 report similar examples of value functions learned
by XCSF with quadratic predictions. Figure 7a shows how
XCSF with both quadratic prediction and RLS update may
learn very quickly a rough approximations of the optimal
value function after very few learning episodes. A similar
analysis can be performed on the Puddles(0.05) but it is
not reported here due to the lack of spaces.

6. CONCLUSIONS
In this paper we investigated the application of two suc-

cessful extensions of XCSF, the recursive least squares up-
date algorithm and the quadratic prediction, to multistep
problems First, we extended the recursive least squares ap-
proach, originally devised only for single step problems, to
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Figure 3: Average absolute error of the value func-
tions learned by XCSF on (a) the Grid(0.05) problem
and (b) the Puddles(0.05) problem. Curves are aver-
ages over 20 runs.

the multistep problems with the covariance resetting, a tech-
nique to deal with a non stationary target. Second, we
showed how the linear prediction used by XCSF can be ex-
tended to quadratic prediction in a very straightforward way.
Then the recursive least squares update and the quadratic
prediction have been compared to the usual XCSF on the
2D Gridworld problems. Our results suggest that the recur-
sive least squares update as well as the quadratic prediction
lead to a faster convergence speed of XCSF toward the opti-
mal performance. The analysis of the accuracy of the value
function estimate showed that recursive least squares and
quadratic prediction plays an important role in the early
stage of the learning process. The capabilities of recur-
sive least squares of exploiting more effectively the expe-
rience collected and the broader generalization allowed by
the quadratic prediction, lead to a more accurate estimate
of the value function after few learning episode. In con-
clusion, we showed that the previous findings on recursive
least squares and polynomial prediction applied to single
step problems can be extended also to continuous multistep
problems. Further investigations will include the analysis
of the generalizations evolved by XCSF with recursive least
squares and quadratic prediction.
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Figure 4: Examples of the value function evolved by
XCSF with linear prediction and Widrow-Hoff up-
date on the Grid(0.05) problem: (a) after 50 learning
episodes (b) after 500 learning episodes (c) at the
end of the experiment (after 5000 learning episode).
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