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ABSTRACT
Learning Classifier Systems (LCSs) are a class of expert sys-
tems that use a knowledge base of decision rules and a ge-
netic algorithm (GA) [9] as a discovery mechanism. The
set of decision rules allows the LCS to represent and learn
control strategies, while the robust search ability of the GA
allows it to search for new rules based on the performance
of existing rules. LCS were first designed to solve machine
learning problems, especially classification problems. Clas-
sification problems are problems where instances of a data
set belong to a set of classes, and the system needs to infer,
based on past experience, the correct class (or classes) of
new, previously unseen, instances. However, the features of
LCSs are also very useful for solving reinforcement learning
problems, a class of problems where the system should learn
to operate in the environment based only on performance
feedback. This paper considers LCSs as an approach to clas-
sification problems, more specifically a more complex kind
of classification called multi-label classification. This paper
analyses the default hierarchy formation theory presented
by [14] as a way of favoring the hierarchical arrangement of
rules, and also the organizational learning theory [17] for ad-
justing the degree of individual and collective behaviors. We
suggest a new method, combining both organizational learn-
ing and default hierarchy formation, for solving multi-label
problems. The preliminary results with a simple multi-label
problem show the potential of this method. Final discussion
presents the conclusions and directions for further research.
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1. INTRODUCTION
The multi-label classification is a more complex type of

classification problem where an instance can belong to more
than one class at the same time. The initial motivation
for the research in this area arise with difficulties caused by
ambiguities in text categorization problems [15]. Although
text categorization is still the major area of application of
multi-label techniques, other areas as pattern recognition
and bioinformatics benefit from them. Since the objective
is to correctly assign all the possible classes of an intance,
a system made to achieve this goal needs to adapt itself
during the learning process to include a missing class to the
set of assigned classes of the instance or to exclude a wrong
predicted class from this set.

LCSs are adaptive expert systems consisting of a produc-
tion system and a discovery mechanism. Holland first pro-
posed the LCS in 1971 [8]. The production system is a
rule-based system that performs inference about the prob-
lem one wishes to solve. The discovery mechanism uses a
GA to search for new promising rules based on the actual
set of rules in the system. GAs are search and optimiza-
tion procedures based on the mechanics of natural selection,
proposed by Charles Darwin, and on basic genetics.

A lot of effort has been made on the field of LCSs re-
search [18, 4, 2, 12], not only with applications in classi-
fication, but also in reinforcement learning tasks [13]. The
LCS capacity of learning control strategies and searching for
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new solutions is what makes this system very useful for re-
inforcement learning. LCSs represent their knowledge using
decision rules. Based on the type of individual representa-
tion used by LCSs, two major approaches coexist. Michigan-
style LCS represents an individual as a single classifier while
Pittsburgh-style LCS represents an individual as an entire
rule set. Both approaches have advantages and disadvan-
tages [3].

Although Michigan and Pittsburgh approaches are the
most used ones, there is still another one that has been
proposed by Wilcox [17]. In his thesis, Wilcox proposes
a concept for a classifier system capable of exhibiting both
individual and collective behavior, the so-called Organiza-
tional Classifier System (OCS). This system simultaneously
evolves groups of classifiers, where these groups can vary in
size and can also interact with each other. The idea behind
the OCS is based on an economic analogy of transaction
costs.

Another important feature of the LCS paradigm is the
possible formation of adaptive default hierarchies. Default
hierarchies are layered sets of rules where imperfect default
rules cover some system responses, and exception rules han-
dle responses when the default are incorrect. Smith [14]
proposes a method for favoring default hierarchy formation
using a necessity auction and different priority factors.

This paper proposes a new classifier system for solving
multi-label problems. We propose a representation of multi-
label problems as layered sets of default and exception rules,
as an attempt to correctly learn the possible correlations be-
tween classes inside the structure of the hierarchy. Also, we
search for a solution capable of separating partially correct
rules, those that advocate just a fraction of all the correct
classes of an instance, from the correct rules, giving the sys-
tem the ability of searching for solutions containing just op-
timal classifiers. For achieving these objectives we make
use of the OCS capacity of putting optimal classifiers to-
gether and Smith’s method for favoring default hierarchy
formation. The preliminary results using a simple multi-
label problem show the potential of the method proposed.

The next sections are organized as follows. Section 2
gives a short overview on multi-label classification. Section
3 presents the default hierarchy concept and a brief revision
on Smith’s work on adaptive default hierarchy formation.
Next, Section 4 explains the main idea behind the OCS and
how it manages organizations. Section 5 proposes a new
classification scheme that joins default hierarchy theory and
OCS theory into a single classifier system. The preliminary
results of the proposed method are presented on Section 6.
Finally, Section 7 brings the main conclusions and the di-
rections for future research.

2. MULTI-LABEL CLASSIFICATION
Unlike single-label classification, where one instance be-

longs to just one of the possible classes of the problem, in
multi-label classification the classes are not disjoint. This
means that one instance can have one or more classes as-
sociated to it. As mentioned before, the initial motivation
for multi-label classification arise as an attempt to deal with
ambiguities found in text categorization problems. Although
text categorization is still the major area of application of
multi-label techniques, nowadays these techniques are in-
creasingly required by modern applications, such as seman-
tic scene classification [5] and protein classification [19].

The difficulty of multi-label classification resides in learn-
ing all the possible classes that can be assigned to a given
instance. A learning system designed to solve this type of
classification problems needs to adapt its knowledge to in-
clude missing classes of an instance or to remove a wrong
class that has been included in its set of classes.

Some techniques have been proposed to solve multi-label
classification. One of the approaches divides the problem
into a set of single-label problems [16]. This division of the
original problem is done based on the labels of the classes or
in the instances themselves. Doing this transformation, in
principle any learning algorithm could be used to solve the
problem. This strategy has two drawbacks: it is not scalable
and it does not consider possible correlations between the
classes.

Other techniques propose modifications in existing learn-
ing algorithms to make them capable of solving multi-label
problems [11, 1, 19].

Finally, new algorithms designed specifically to solve multi-
label classification have been proposed [6].

3. DEFAULT HIERARCHY FORMATION
Default Hierarchies are layered rule sets where default

rules cover a broad part of the system responses, and ex-
ception rules are responsible for handling responses where
the default is incorrect. Although exception rules are used
where the default rules are imperfect, they may also be im-
perfect. As an example of a default hierarchy consider the
following rule set, adapted from [14] :

1##/000

111/111

where / delimits actions.
If an exception rule is matched, other less specific rules in

the hierarchy will also be matched. To make sure that the
correct exception fires, we have to guarantee that it has pri-
ority over the other rules in the conflict-resolution process.
Traditionally, this prioritization is based on a specificity fac-
tor introduced into each classifier’s bid, which is a portion of
a classifier’s strength used in the conflict-resolution scheme.
Smith proposes another method, where each classifier posts
a portion of its strength as a potential bid. The classifier
that wins the competition does not pay out the amount of
it’s potential bid. Instead, it only pays out an actual bid
that is equal to the bid of its nearest competitor.

Smith’s work also proposes two separate factors for each
classifier. Factor Π, called reward estimate, is an estimative
of the classifier’s expected reward. Factor Φ, called prior-
ity factor, indicates priority in the auction. The potential
bid of a classifier is then the product of its reward estimate
and priority factor. The reward estimate for classifier x is
updated using a linear update procedure, while the prior-
ity factor for this classifier is updated using the necessity
auction. The update equations are as follows:

Πi+1
x = Πi

x(1− C) + CR

Φi+1
x = Φi

x − CΠi
y + CR

Where Πi
y is the classifier x’s nearest competitor reward

estimate at time i. If no competitors exist, the priority factor
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is not updated. This method achieves adequate separation
between default and exception classifiers, because maintain-
ing separate priority factors each classifier can use its near-
est competitor’s reward estimate to update its own priority.
However, this scheme may result in an excessive growth of
a classifier’s priority, not permitting that newly introduced
classifiers be sufficiently evaluated. Difficulties associated
with unbounded priorities can be corrected by limiting the
effects of the necessity auction. This can be achieved by
introducing a margin M that limits separation. Thus, the
update of the priority factor is changed to:

Φi+1
x = Φi

x + CR−

{
CΠy if Φx − Φy < M

CΠx if Φx − Φy ≥ M

4. ORGANIZATIONAL CLASSIFIER SYS-
TEM

The main idea behind the OCS is to separate rules that
lead to optimal decisions from those that lead to sub-optimal
decisions [17]. It tries to achieve this goal by forming appro-
priately sized organizations of classifiers using a mechanism
inspired on economics. More specifically, it uses some tech-
niques to reduce transaction costs [7]. The basic hyphotesis
is that forming organizations one can reduce the transac-
tion costs associated with exchanging goods and services.
The OCS consists of three components:

• Production system

• Conflict-resolution and credit-allocation schemes

• Organizational Growth component

The production system contains a population of organi-
zations containing classifiers. These organizations can be
of variable size and can interact with each other. Like in
Michigan-style LCSs, the production system matches inputs
with the actual set of rules, chooses an action and send that
action to the environment and may receive a reward signal.
The conflict-resolution scheme uses reputation to determine
interactions of classifiers and organizations, while the credit-
allocation process assigns reputation to classifiers and orga-
nizations.

Each classifier and organization carries two values, a short-
term reputation value (ST), and a long-term reputation value
(LT). A classifier’s reputation is determined by its success
at obtaining reward. The ST reputation of a classifier mea-
sures its most recent performance. The ST reputation for
the ith classifier to fire is calculated as:

V i
STC = R + b

∑ {
V i+1

LTC

}
Where R is the reward received from the environment

and V i+1
LTC is a fraction of the sum of LT reputation val-

ues for classifiers that fire after reading the internal posted
message. The second term is related to the bucket brigade
algorithm [10]. The LT reputation of a classifier is calculated
as follows:

V i
LTC = (1− b)V i

LTC + b
∑ {

V i+1
LTC

}
+ R

This is similar to the strength values in Michigan-style
classifier systems.

An organization’s reputation values are indirectly deter-
mined by the success of its classifiers. The ST reputation of
an organization is updated as follows:

V t+1
STO = (1− TO)V t

STO +
∑
c∈O

TcV
c

LTC − F

Where TO is a system tax, Tc is a tax on each classifier c
that belongs to the organization O, and F is a fee paid when
the organization is selected to affect the environment. The
LT reputation of an organization measures the performance
of an organization over its lifetime, and it is calculated as
follows:

V i
LTO =

Ssucess

Sattempts

Where Ssuccess is the number of times the organization
caused a reward signal when it was selected to affect the
environment and Sattempts is the number of times that the
organization was selected to affect the environment.

The OCS conflict-resolution scheme uses LT reputation to
select an organization and ST reputation to select a classi-
fier.

The organizational growth component controls how orga-
nizations vary their size and membership through the use
of two operators; Grow and Shrink. For each organization
in the population, OCS randomly selects one of the two op-
erators. The Grow operator is responsible for increasing
the size of an organization. It selects one classifier from
the entire population not contained in the selected organi-
zation. Then, the salary of each organization is calculate as
the organization’s ST reputation divided by its number of
classifiers. Between the two selected organizations the one
with the highest salary keeps the selected classifier. In the
other hand, the Shrink operator manages to reduce the size
of an organization, removing classifiers that are perform-
ing poorly. The Shrink operator compares each classifier
in the selected organization with a threshold set near zero.
The classifiers whose strength is below this threshold are
removed from the organization and join a separate empty
organization.

5. PROPOSED APPROACH
Rule-based solutions for some classification problems re-

quire some sort of hierarchical differentiation among its rules.
To efficiently solve these problems, rule-based classification
systems need to encourage the formation of hierarchical rule
sets. In this sense, the LCS paradigm presents an important
feature, which is the possible adaptive formation of default
hierarchies. As presented in Section 3, in a default hierarchy
an exception rule needs to have priority over default rules.
Favoring default hierarchy formation helps to construct an
elegant solution for hierarchical problems, allowing a grace-
ful refinement of the rule set [14].

Although default hierarchies seem like a good solution for
problems where we need to construct a hierarchy between
some rules, they are still not good enough to solve prob-
lems where solutions can be partially correct. One example
of such a problem is the multi-label classification problem,
where we have instances that can simultaneously belong to
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more than one class and, as a result, we can have rules that
assign just a fraction of all the correct classes to an instance.
This is an example of a partially correct rule, because al-
though it correctly assigns some of one intance’s classes, it
still misses some classes. Inside the production system of
an LCS a variable set of rules can be found, including the
correct rules at some point of the learning process, but also
a sub-set of sub-optimal rules. In a multi-label problem,
these sub-optimal rules can not only be rules that advocate
wrong actions, but also rules that advocate partially wrong,
or partially correct, actions. So, it seems reasonable that
the final solution contains only the optimal classifiers and
not the only partially correct ones.

Hereby, this paper proposes a hierarchical representation
of multi-label problems. We propose the use of Smith’s de-
fault hierarchy formation theory to correctly separate the
optimal rule set in a hierarchy and the OCS theory to ade-
quately separate optimal from sub-optimal classifiers.

The proposed system contains four main components: pro-
duction system, conflict-resolution and credit-allocation mech-
anism, organizational growth component and discovery mech-
anism.

The production system contains a population of organi-
zations. Each organization can have at least one and at
most N classifiers, where N is the total number of classifiers
in the population. Also, each organization carries two val-
ues: the LT reputation and the ST reputation, calculated
as in the OCS system. The classifiers carry two values, but
here we do not use reputation for classifiers. Instead, we
use a reward estimate value and a priority factor as pro-
posed by Smith. When an input signal is received from
the environment the system searches for all the organiza-
tions that contain classifiers that match this input. Then
conflict-resolution scheme selects the most promising orga-
nization based on its LT reputation value. With the selected
organization, conflict-resolution again takes places to select
which classifier to fire, using the bids of the matched classi-
fiers that are calculated as the product of a classifier’s reward
estimate and priority factor. The classifier with the highest
bid wins the competition and sends its action to the envi-
ronment. The environment then sends a reward signal that
is used by the credit-allocation to update organization’s and
classifier’s parameters.

The update procedure updates the classifier’s reward es-
timate and priority factor, as well as organizations’ LT and
ST reputation, exactly as proposed in Sections 3 and 4 re-
spectively.

At each k iterations, the organizational growth component
is executed. It is responsible for sizing organizations, favor-
ing classifiers with similar performance to be kept together.
This is very similar to the OCS organizational growth com-
ponent explained in section 4, using the ST reputation of
organizations for selecting which organization to grow, but
with two small additions. The first is associated to the Grow
operator and it is simply an extra test that guarantees that
if a classifier is about to leave its organization to enter an-
other one, its performance has to be at least greater than a
percentage of the performance of the organization it is about
to enter. This modification was included to guarantee that
classifiers known to be poor do not enter good organizations.
The performance of a classifier is considered to be its reward
estimate; the performance of the organization is the mean
of all its classifier’s reward estimate.

Figure 1: A simple multi-label problem

The second modification regards the Shrink operator and
has almost the same logic. Originally, in the OCS the Shrink
operator compares the strength of the classifiers inside of an
organization with a threshold and removes those which are
under this threshold. Here, instead of comparing a clas-
sifier strength (determined by its reward estimate) with a
fixed threshold we again calculate the mean performance of
the organization and compare the classifier’s strength with
a percentage of it. If the classifier’s strength is smaller than
this percentage of the mean performance, it is removed from
the organization and joins a separate empty organization.

The discovery mechanism uses the robust search ability of
GAs to create new rules, based on the experience obtained
by the actual rules. In this paper the GA is set off, but some
criteria presented here were included to enable a better use
of its capabilities, as the reward scheme presented in section
6.

By putting together mechanisms from the OCS and from
Smith’s default hierarchy formation theory we expect the
final system to be capable of solving multi-label classifica-
tion problems, using a hierarchical rule set and separating
optimal from sub-optimal classifiers. Besides, we expect the
proposed system to be able to construct solutions formed by
easily comprehensible rule sets, thanks to the organization
capacity of OCS. The next section provides the preliminary
results obtained with the proposed system in a simple multi-
label problem.

6. RESULTS
In order to test the potential usefulness of the proposed

classifier system, it was tested in a very simple multi-label
problem, defined by the Figure 1.

In this problem, some instances belong only to class 1,
while other instances belong to either classes 1 and 2 or
classes 1 and 3 simultaneously. The following three rules,
which form a default hirarchy, are sufficient to represent this
problem:

Antecedent/Consequent
00/1,2

01/1,3

##/1

We represented these rules with a ternary codification as
follows:

Antecedent/Consequent
00/110

01/101

##/100

2020



Input Selected Classifier Expected output Reward
00 00/1,2 1,2 1
00 00/1 1,2 0.666
00 00/1,3 1,2 0.333
00 00/3 1,2 0

Table 1: Example of how the reward scheme works

Where the # is the ”don’t care” symbol, and admits both
0 and 1 values. At the consequent of the rules we used
one bit for each class of the problem. A value of 1 in one
of these bits indicates the presence of the associated class
in the solution, and a value of 0 indicates the absence of
this class. We provided the system an initial population
of rules containing all the three correct rules that represent
the problem and four other rules. Among these four, two
are completely wrong rules, i.e, advocate just wrong classes
for the instances they match, and the remaining two are
partially wrong rules, advocating some correct classes and
omitting others, or advocating correct and wrong classes.
The four extra rules presented to the system are as follows:

Antecedent/Consequent
00/3

01/2

00/1,2,3

00/1

Since we have correct, partially correct and wrong rules,
we need a criterion to reward these rules based on their qual-
ity. This is important because providing different reward
levels induces a different reward estimate for each type of
rule, and provides the GA a fitness guidance. Without this
guidance, the GA search would be reduced to a blind search
among bad classifiers until it finds the optimal solution, like
in a needle in a haystack problem. To calculate the reward
one rule should receive, we first calculate the symmetric dif-
ference between the set of classes advocated by the rule and
the set of correct classes for the current input instance. The
symmetric difference between two sets A and B is the set
of all x such that either x ∈ A or x ∈ B, but not both.
Afterwards, we calculate the size of this set and divide it by
the number of classes in the problem. The reward is defined
by subtracting 1 from this result. Now, partially correct
classifiers receive a reward, but not as much reward as the
optimal classifiers. Table 1 presents an example.

This reward scheme induces the need of a modification
in the LT reputation value of an organization. Now, the
LT reputation is calculated as the total amount of rewards
receive by the organization during its lifetime divided by the
number of times it was selected to affect the environment.
Since the GA is turned off, there are no new classifiers added
to the system during its learning process and therefore the
goal of the system is to correctly learn and organize the
initial rules.

Initially, each classifier was assigned to one organization.
The LT reputation of the organizations was set to 0.95 and
the ST reputation was set to 1. The reward estimate of the
classifiers was set to 0.5 and the priority factor to 0. Every
time a new organization is created by the Shrink operator its
LT and ST reputations are initialized with the same initial
values, i.e, 0.95 and 1, respectively. This is done to give the
newly created organizations a chance to be evaluated.

Classifier Organization Reward est. Priority factor
00/001 1 0.000066 -0.131043
01/010 2 0.000083 -0.200000
00/110 3 0.999998 2.951449
01/101 3 0.999998 2.940476

##/100 3 0.999998 1.408944
00/111 4 0.665129 -0.066666
00/100 4 0.666665 -0.133332

Table 2: Configuration of the rule set at the end of
the run

Organization Long-Term reputation
1 0.802632
2 0.500000
3 0.999987
4 0.833595

Table 3: Long-term reputation of all organizations
at the end of the run

The percentage of the mean performance used by the
Grow and Shrink operators were both defined as 85%. Con-
stant C is set to 0.2, TO and Tc to 0.01, F to 0.1, M to 1.5
and the time between organizational growth component ap-
plication as 30 cycles, where a cycle is defined by presenting
all the input instances to the system. We have run the sys-
tem 30 times during 20000 cycles, and on 99% of these runs
the system finished with a configuration similar to the one
presented in Table 2. The table shows the classifiers, the or-
ganizations to which they were allocated and the classifiers’
reward estimate and priority factor.

The system separates the classifiers in four organizations.
The three optimal classifiers were placed on one organiza-
tion, the two partially correct classifiers were placed on an-
other organization and the two wrong classifiers were left
alone in their own organizations. Table 3 presents the LT
reputation of the four organizations formed. We can observe
that the system correctly learned to select the best organi-
zation when more than one matches. Also, looking inside
the organization that contains the three optimal classifiers
and analyzing the classifiers’ priority factor we see that the
system build the correct default hierarchy between them.

These preliminary results show that the proposed system
managed to learn the optimal rule set that solves a simple
multi-label classification problem and also learned the hier-
archical structure of this rule set. Moreover, it constructed
an easily comprehensible solution, separating correct, par-
tially correct and wrong rules in different organizations.

7. CONCLUSIONS
LCSs are a well known technique capable of adapting rule

sets to improve their performance. Because of its capacity of
learning control strategies, the LCSs theory has been widely
studied and applied to a large set of problems, especially
in the areas of Classification and Reinforcement Learning.
The OCS considers the possible existence of variable sized
organizations of classifiers in the population and, therefore,
tackles problems with a mixture of individual and collec-
tive behavior. While the goal of the OCS was to better
separate optimal from sub-optimal classifiers, Smith’s the-
ory on adaptive default hierarchy formation proposed a new
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method to encourage the formation of hierarchical rule sets
in an LCS, making LCSs more capable to adequately sepa-
rate default from exception rules in a hierarchy.

The main focus of this paper was to bring these ideas
back in a new formulation that uses both of them in the
same classifier system, trying to solve multi-label classifica-
tion. Building a system capable of good separation between
the partially correct and correct rules brings the opportu-
nity of solutions containing only optimal classifiers. Also,
the ability to construct a hierarchical structure inside these
groups of classifiers could prove useful to learn the possible
correlations between the classes.

The primary conclusions of this study are that using re-
ward estimate and separate priority factors at the classifier
level, the system is capable of building default hierarchies
among the classifiers inside an organization. Changing the
ST reputation values for bids and using the reward estimate
as LT reputation for classifiers did not change the system
ability of adequately sizing its organizations. In fact, we be-
lieve that this is true because the classifier’s LT reputation
and the reward estimate are calculated in a very similar way.

The preliminary results obtained applying the system to
a simple multi-label classification problem are encouraging.
It was able to overcome the difficulties associated to the
problem and managed to build a solution that adequately
separates more general rules, which advocate less classes,
from more specific rules advocating a larger set of classes.

However, a more detailed analysis needs to be carried out
considering scalability and convergence of the system. Also,
the inclusion of noise in the organizational growth com-
ponent could make the system more robust to parameter
setting. The influence of the time between organizational
growth component application in the performance of the
system also needs a more detailed analysis. Another impor-
tant aspect that needs study is the inclusion of the GA and
how it affects the system performance. The authors also
plan to evaluate the proposed approach using real multi-
label classification data sets and compare its performance
on these data sets with other multi-label classification ap-
proaches proposed in the literature

Finally, although the system was build trying to resolve
a specific group of classification problem, the preliminary
results showed that it may be useful for any simple classifi-
cation and reinforcement learning problem where solutions
can be represented with a hierarchical rule set.
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