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ABSTRACT
The selection event algorithm introduced an interesting method
of creating offspring from parents in a multi-generational
manner with a period of fitness neutrality followed by an
intense selection event. This algorithm did not have a fo-
cus on maintaining diversity in the population, so it had all
of the same pitfalls as other algorithms lacking such a fo-
cus. However, due to the novel multi-generational growth
structure a natural family tree is created in the population,
allowing for an equally natural diversity maintenance to be
implemented which does not require any artificial diversity
constraints to be placed on the fitness function. Instead,
diversity is maintained (and encouraged) in the population
through the growth dynamics of each family.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods, and Search—Heuristic methods
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Algorithms
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1. INTRODUCTION
A problem of primary concern in evolutionary algorithms

is the loss of population diversity. When diversity is lost,
the population is largely homogeneous and solution progress
halts. While many algorithms have been developed with a
focus on diversity, recently this focus has been increasing.
Examples of mechanisms designed to maintain population
diversity include fitness sharing [1], crowding [2], radius-
based methods [7], clustering [8], island models or multi-
populational GAs [4], and others. In addition, several efforts
have been made to develop different measures of diversity [5].

The algorithm introduced in this paper is another multi-
populational evolutionary strategy (ES). Since no crossover
operations are performed migration across populations is
moot, making the algorithm unique in that regard. Instead,
the algorithm relies on small families randomly exploring the
search space, then becoming large families when they find
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a good location to exploit. This is a similar motivation to
Sewall Wright’s Shifting Balance Theory [9].

2. SELECTION EVENT (SE) ALGORITHM
In [6], the selection event algorithm was introduced. In

this algorithm, the population grows geometrically for con-
secutive generations before a periodic “selection event” oc-
curs, causing the population size to return to its initial
value. During the growth-phase, offspring are distributed
uniformly to the parents (selection-free, see Figure 1). Then
in the collapse phase (i.e., during the selection event), many
tournaments are performed where the losers are eliminated
from the population. This process tends to pick the best
individuals in the population, regardless of their lineage. As
a result, all-but-one of the initial seed individuals end up
with no descendants after a short time.1.

Figure 1: Family structure of SE algorithm: uniform
growth

The SE algorithm can also be parameterized to be un-
able to uniformly distribute the offspring. In such a case, a
similar illustration might look something like Figure 2.

Figure 2: Family structure of SE algorithm: non-
uniform growth

Non-uniform growth implies that there is competition be-
tween the families. The least-fit family may end up not hav-
ing any offspring, killing the family and resulting in popula-
tion diversity loss. Conversely, if one family is more-fit than
other families, it will become larger because the members
of that family will have more offspring than the members of

1This effect is comparable to takeover[3]
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the other families. This is a necessary condition for Sewall
Wright’s Shifting Balance Theory [9].

3. FAMILY-BASED SELECTION EVENT
(FSE) ALGORITHM

The SE algorithm provides a mechanism for a new type
of diversity maintenance. Due to the growth-phase of the
algorithm, there is a natural family tree structure created,
as illustrated in the figures. In these figures, there are four
families – one for each initial individual – where all members
of the same family share a common ancestry. If we were
to change (1) the growth phase to prevent the death of a
family, and change (2) the collapse phase of the SE algorithm
to simply pick the best individual from each of the four
families, the initial family structure would be maintained. It
is the hypothesis of this paper that maintaining this family
structure will help maintain (or encourage) diversity in the
population, which will in turn help algorithm performance.

The FSE algorithm can be described in pseudo-code as
shown in Algorithm 1. We break the production of new in-
dividuals into three components: guaranteed (FI offspring
per individual), through competition with other members of
the same family (FF offspring per individual, average), and
through competition with all other individuals in the popu-
lation (FA offspring per individual, average). This compart-
mentalization allows for the control of how the population
grows, including the ability to prevent the death of families.
We also change the collapse-phase of the algorithm to be
point number two above; that is, simply to pick the best
individual in each family.

Algorithm 1 Family-based Selection Event (FSE) Algo-
rithm

Initialize the population. The number of individuals is
the number of families.
while Not stopped do
{Do the growth phase}
for Each individual in the population do

Create FI offspring without competition.
Create FF offspring by competing with all other in-
dividuals in the family.
Create FA offspring by competing with all other in-
dividuals in the population.

end for
if Time for a periodic selection event then
{Do the collapse phase}
for Each family in the population do

Keep the most-fit individual, and remove all others
end for

end if
end while

Please note:

1. The minimum family growth rate from one generation
to the next is FI + FF .

2. In the first growth generation, before which each family
has a size of one, there is always a single least-fit family
who will grow at the minimum family growth rate.

3. Smaller family sizes allow for exploration of the prob-
lem (through random genetic drift if FI +FF = 1, oth-
erwise through weak selection pressure), while larger

family sizes are exploiting the problem and trying to
find a local optimum.

4. If the family size is a constant one as a result of growth
from only FI or FF , that family is performing a ran-
dom walk (completely selection free; all exploration).

4. EXPERIMENTS AND RESULTS
A simple trap test function was created to test the ability

of the FSE algorithm to both have the ability for a family
to escape from a local basin of attraction as well as find the
global optimum. The algorithm has been shown to achieve
both of these goals over a wide range of parameter values.
This shows that even though there are many parameters
introduced by this algorithm, the sensitivity to changes in
their values on performance of the algorithm may not be
that significant. By examining the dynamics of the popu-
lation, we were also able to confirm the “shifting balance”
motivation: small families were exploring the environment
(with large mutations), while large families were exploiting
the environment, refining the value of their local optimum
with smaller and smaller mutations. Finally, we were able
to show the population diversity in FSE generally increased,
until the basin containing the global optimum was found.

Additionally, the FSE algorithm was tested on a com-
mon benchmark problem from the literature (the F8F2 func-
tion, a combination of Griewank’s and Rosenbrock’s func-
tions [10], in six dimensions). We were able to show that
the FSE algorithm is able to find the global optimum, as
well as show that again the parameter values did not matter
too much.
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