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ABSTRACT
In this paper we explore the model–building issue of multi-
objective optimization estimation of distribution algorithms.
We argue that model–building has some characteristics that
differentiate it from other machine learning tasks. A novel
algorithm called multiobjective neural estimation of distri-
bution algorithm (MONEDA) is proposed to meet those
characteristics. This algorithm uses a custom version of the
growing neural gas (GNG) network specially meant for the
model–building task. As part of this work, MONEDA is
assessed with regard to other classical and state–of–the–art
evolutionary multiobjective optimizers when solving some
community accepted test problems.

Categories and Subject Descriptors
I.2.8 [Artificial Intelligence]: Problem Solving, Control
Methods and Search; I.2.m [Artificial Intelligence]: Evo-
lutionary Computing and Genetic Algorithms—Multiobjec-
tive Evolutionary Algorithms

General Terms
Algorithms, Experimentation, Performance

Keywords
Multiobjective Optimization, Estimation of Distribution Al-
gorithms (EDAs), Growing Neural Gas (GNG)

1. INTRODUCTION
Multiobjective optimization problems (MOPs) have at-

tracted a great deal of attention inside the evolutionary com-
putation community. In those problems the optimizer must
find one or more feasible solutions, that corresponds to the
extreme values (either maximum or minimum) of two or
more functions subject to a set of restrictions.

The application of evolutionary computation approaches
to the above described problem has prompted the creation of
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what has been called multiobjective optimization evolution-
ary algorithms (MOEAs) [6]. These algorithms have suc-
ceeded in yielding relevant results mainly because of their
parallel global search and non–assumption of any particular
shape of the underlying fitness landscape.

In spite of the success of MOEAs, two crucial issues arise
when addressing high–complexity problems. The first one is
inherited from single objective evolutionary algorithms and
has to do with the non–intuitive nature of the evolutionary
operators used. These operators in most cases are prob-
lem dependent and hard to grasp by the experimenter. The
other issue has to do with scalability and what has been de-
nominated as many–objective optimization problems. In a
series of experimental studies, like [9, 18] and [6, pp. 414–
419], among others, it has been shown that there is an ex-
ponential dependence between the dimension of the objec-
tive space and the amount of resources required to solve the
problem correctly.

One of the possible strategies for addressing these issues
is to resort to simpler and more efficient evolutionary ap-
proaches. Estimation of distribution algorithms (EDAs) [11]
can be used for that objective. EDAs have been hailed
as a landmark in the progress of evolutionary algorithms.
They replace the application of evolutionary operators with
the creation of a statistical model of the fittest elements of
the population using a machine learning algorithm. This
model–building algorithm is the key feature that differenti-
ates EDAs from other evolutionary approaches. The con-
structed model is then sampled to produce new elements.

EDAs have been extended to the multiobjective domain
prompting what has been denominated multiobjective EDAs
(MOEDAs). Most MOEDAs have limited themselves to
porting single objective EDAs to the multiobjective domain
by incorporating features taken from MOEAs, in particular
the fitness assignment functions. Although MOEDAs have
proved themselves as a valid approach to MOPs, this fact
hinders the achievement of a significant improvement regard-
ing “standard” MOEAs in high–dimensional problems.

There are two fundamental research directions that might
yield a substantial MOEDAs improvement: the fitness as-
signment and the model–building algorithms. The former
has to do with the creation of more robust and less computa-
tionally complex fitness assignment functions and is shared
with MOEAs. The other direction deals with the machine
learning algorithms used for building the model of the fittest
elements. So far, most MOEDAs (and their single–objective
counterparts, for that matter) have used off–the–shelf ma-
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chine learning algorithms. This was done without taking
into account that the model–building problem has some spe-
cific requirements that differentiate it from the rest of the
classical machine learning tasks. Overlooking those require-
ments introduces a handicap in the search process that might
be the cause of the similar performance of MOEDAs and
MOEAs.

In this paper we focus on this later line of research, as,
to the best of our knowledge, it has not been properly ex-
plored yet. We provide an in–depth discussion of the model–
building issue, its particularities and requirements. Rely-
ing on those arguments we propose a novel algorithm called
multiobjective neural EDA (MONEDA). This algorithm uses
a modified the growing neural gas (GNG) network [8] that
meets the requirements of the model–building task.

The rest of this work is organized as follows. In the subse-
quent section we analyze the model–building problem. Af-
ter that, we proceed to properly describe MONEDA and
the model–building GNG network. The ensuing section is
dedicated to assess MONEDA with regard to other classical
and state–of–the–art evolutionary multiobjective optimizers
when solving some community accepted test problems. Fi-
nally, some conclusive remarks are made, and future lines of
work are sketched.

2. THEORETICAL BACKGROUND
A multiobjective optimization problem (MOP) can be ex-

pressed as

minimize F (x) = 〈f1(x), . . . , fM (x)〉 ,
subject to c1(x), . . . , cR(x) ≤ 0 ,

with x ∈ D ,

9=; (1)

where D is known as the decision space. The functions
f1(x), . . . , fM (x) are the objective functions. Their corre-
sponding image set, O, of D produced by is named objective
space (F : D → O). Finally, inequalities c1(x), . . . , cR(x) ≤
0 express the restrictions imposed to the values of x.

The solution to this problem can be defined relying on the
so–called Pareto dominance relation: having x1,x2 ∈ D,
x1 is said to dominate x2 (expressed as x1 ≺ x2) iff ∀fj ,
fj(x1) ≤ fj(x2) and ∃fi such that fi(x1) < fi(x2). The
solution of (1) is a subset of D that contains elements that
are not dominated by other elements of D. That subset,
D∗, is known as the Pareto–optimal set and its image in
objective space is called Pareto–optimal front, O∗.

Although MOPs have been addressed with a variety of
methods, evolutionary algorithms (EAs) have proved them-
selves as a competent approach from both theoretical and
practical points of view. This fact has led to what has been
called multiobjective optimization evolutionary algorithms
(MOEAs). Their success is due to the fact that EAs do not
make any assumptions about the underlying fitness land-
scape. Therefore, it is believed they perform consistently
well across various types of problems.

Estimation of distribution algorithms (EDAs), like EAs,
are population–based optimization algorithms. However, in
EDAs, the step where the evolutionary operators are applied
is substituted by construction of a statistical model of the
most promising subset of the population. This model is then
sampled to produce new individuals that are merged with
the original population following a given substitution pol-
icy. The introduction of machine learning techniques implies
that these new algorithms lose the biological plausibility of

their predecessors. In spite of this, they gain the capacity
of scalably solving many challenging problems, significantly
outperforming standard EAs and other optimization tech-
niques. Early EDAs were intended for combinatorial opti-
mization but they have been extended to continuous domain
(see [11] for a review).

Multiobjective optimization EDAs (MOEDAs) [17] are
the extensions of EDAs to the multiobjective domain. Most
of MOEDAs are a modification of existing EDAs whose fit-
ness assignment strategy is substituted by one of the com-
monly used by MOEAs.

3. THE MODEL–BUILDING ISSUE
As it was already hinted in section 1, by analyzing differ-

ent MOEDAs it can be deduced that there are two direc-
tions of improvement for their scalability issue. One has to
do with the generation of better performing but less com-
putationally complex fitness assignment functions that can
guide the search process requiring smaller populations. The
other deals with the creation of machine learning algorithms
particularly suited for the model–building task. In a previ-
ous study [13] the authors compared the behavior of a set of
model–building algorithms. It was found out that, in high–
dimensional problems and under the same experimental con-
ditions, robust algorithms, like Bayesian networks [16], were
outperformed by less robust approaches like k–means algo-
rithm or the randomized leader algorithm [4].

These results have prompted us to conclude that the mod-
el–building problem has its own peculiarities and require-
ments that, therefore, must be addressed with specially tai-
lored approaches and not with off–the–shelf machine learn-
ing methods. Among those characteristics we have distin-
guished two essential ones: the handling of outliers in the
model–building data set and the waste of an excess of re-
sources on finding the optimal complexity of the model.

Classical algorithms handle outliers as not representative,
noisy or bogus data. However, for model–building purposes
outliers are essential, as they could represent unexplored ar-
eas of the Pareto–optimal front. If a population element has
been included in the set of promising solutions it certainly
should not be disregarded. Instead it should be preserved
and perhaps even reinforced with regard to other elements
located in more populated zones of the objective space. The
proper handling outliers would also promote diversity on
the Pareto front as it tends to equally sample more or less
densely crowded portions of the Pareto–optimal front.

In most EDAs an excess of computing power is spent on
finding the optimal model size. However, in model–building,
as we had just hypothesized, there is no need of having
an statistically correct model. For example, when doing a
cluster–based model–building it is not necessary to find the
correct amount of clusters. Here a certain degree of overkill
regarding the size of the model could simplify the model
creation step and therefore it would end up as a less com-
putationally intensive process. Introducing a self–organizing
approach capable of on–the–fly model construction might be
the answer to this issue.

This discussion leads us towards the search of new model–
building approaches that conform to the previous issues.
This is a rather odd task, since most of the currently exist-
ing machine learning approaches have been conceived with a
different and sometimes opposite set of objectives. There are
two strategies to sort out this situation. One is to search for
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algorithms that possess some known properties that make
them particularly suitable, while the other is to synthesize
an original algorithm from scratch. Although in the long
term we find the second option as the most promising in
this paper, we have opted for taking the first alternative as
it seems more viable for initial studies.

4. MULTIOBJECTIVE NEURAL EDA
The multiobjective neural EDA (MONEDA) is a MOEDA

that uses a modified growing neural gas (MB–GNG) network
as its model–building algorithm. The MB–GNG network is
a custom–made model–building algorithm devised to cope
with the specifications of the task and that will be described
later on.

The NSGA–II non–dominated sorting [6] was the scheme
selected for fitness assignment. It was chosen because of its
proven effectiveness and its relative low computational cost.

Although MONEDA intends to deal with the issues raised
by the previous discussion, it was also designed with the
following properties in mind:

• scalability : MONEDA is expected to outperform simi-
lar algorithms when solving many–objective problems;

• elitism: as its has proved itself a very advantageous
property, and;

• diversity preservation: in spite of promoting the preser-
vation of the most fitted solutions, it is also essential
that the population remains as diverse as possible.

It should be noted that it could be questioned if MONEDA
does or does not an estimation of a distribution. In either
case we decided to keep the “EDA” tag as it implies a widely
known evolutionary approach.

4.1 Model–Building with Growing Neural Gas
Clustering algorithms have been used as part of the model–

building algorithms of EDAs and MOEDAs. However, as we
discussed in the previous section a custom–made algorithm
might be one of the ways of achieving a significant improve-
ment in this field.

As a foundation for our proposal we have chosen the grow-
ing neural gas (GNG) network [8]. GNG networks are in-
trinsic self–organizing neural networks based on the neural
gas [15] model. This model relies in a competitive Hebbian
learning rule [14]. It creates an ordered topology of inputs
classes and associates a cumulative error to each. The topol-
ogy and the cumulative errors are conjointly used to deter-
mine how new classes should be inserted. Among the vast
amount of existing clustering methods we decided to base
our approach on GNG because of its interesting properties,
in particular:

• it has a fast convergence to low distortion errors and
these errors are better than those yielded by“standard”
algorithms like k–means clustering, maximum–entropy
clustering and Kohonen’s self–organizing feature maps
[15];

• its learning rule follows a stochastic gradient descent
that follows an explicit energy surface [19];

• the network is sensitive to outliers [19], something un-
desirable in typical applications but suitable for model–
building;

• the network grows to fit itself automatically to the
complexity of the problem being solved, and;

• although it benefits from the topological ordering of
the nodes; it does not suffer the problem associated to
Kohonen networks, where a node can pull its neighbors
to invalid or non representative locations of the input
space.

Our model–building GNG (MB–GNG) is an extension of
the original (unsupervised) GNG. MB–GNG creates a quan-
tization of the input space using a modified version of the
GNG algorithm and then computes the deviations associ-
ated to each node.

To the original GNG formulation we have added a cluster
repulsion mechanism [20]. This enhancement fosters explo-
ration of the input space as it makes each cluster to represent
a distinctive zone of the space.

MB–GNG is a one layer network that defines each class as
a local Gaussian density and adapts them using a local learn-
ing rule. The layer contains a set of nodes C = {c1, . . . , cN∗},
with N0 ≤ N∗ ≤ Nmax. Here N0 and Nmax represent the
initial and maximal amount of nodes in the network.

A node ci consists of a center, µi, deviations, σi, an ac-
cumulated error, ξi, and a set of edges that define the set of
topological neighbors of ci, Vi. Each edge has an associated
age, νi,j .

The dynamics of a GNG network consists of three con-
current processes: network adaptation, node insertion and
node deletion. The combined use of these three processes
renders GNG training Hebbian in spirit [14].

The network is initialized with N0 nodes with their centers
set to randomly chosen inputs. A training iteration starts
after an input x is randomly selected from the training data
set, Ψ. Then two nodes are selected for being the closest
ones to x. The best–matching node, cb,

b = arg min
i=1,...,N∗

d (µi,x) , (2)

is the closest node to x. Consequently, the second best–
matching node, cb′ , is determined as

b′ = arg min
i=1,...,N∗;i 6=b

d (µi,x) . (3)

Here d (a, b) is a distance metric. For this work we have
used d(·) defined as

d (a, b) = ‖a− b‖ . (4)

If cb′ is not a neighbor of cb then a new edge is established
between them Vb = Vb∪{cb′} with zero age, νb,b′ = 0. If, on
the other case, cb′ ∈ Vb the age of the corresponding edge is
reset νb,b′ = 0.

At this point, the age of all edges is incremented in one.
If an edge is older than the maximum age, νi,j > νmax, then
the edge is removed. If a node becomes isolated from the
rest it is also deleted.

Clustering error is then added to the best–matching node
error accumulator,

∆ξb = d (µi,x)2 . (5)

After that, learning takes place in the best–matching node
and its neighbors with rates εbest and εvic, respectively. For
cb adaptation follows the rule originally used by GNG

∆µb = εbest (x− µb) . (6)
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However for cb’s neighbors a cluster repulsion term [20] is
added to the original formulation, that is, ∀cv ∈ Vb,

∆µv = εvic (x− µv)

+βe

„
− d(µv,µb)

ζ

«P
cu∈Vb

d(µu,µb)

|Vb|
(µv−µb)
d(µv,µb)

.
(7)

Here β is an integral multiplier that defines the amplitude
of the repulsive force while ζ controls the weakening rate
of the repulsive force with respect to the distance between
the nodes’ centers. This approach was already used as part
of the robust GNG [19] and it has proved itself useful for
obtaining a good spread of the clusters in the inputs’ space.
In the aforementioned work its stated that the adaptation
rule is not sensitive with respect to its parameters. We have
set them to β = 2 and ζ = 0.1 as suggested in [19].

If the current iteration is an integer multiple of T+ and N∗

is smaller than Nmax then a new neuron is inserted to the
network. First, the node with largest error, ce, is selected
the node. Then the worst node among its neighbors, ce′ , is
located. Then N∗ is incremented and the new node, cN∗ , is
inserted between the two nodes,

µN∗ = 0.5 (µe + µe′) . (8)

The edge between ce and ce′ is removed and two new edges
connecting cN∗ with ce and ce′ are created. The accumu-
lated errors are reduced in a rate 0 ≤ δI ≤ 1 by letting

ξe = δIξe , ξe′ = δIξe′ . (9)

The error of the newly created node is computed as

ξN∗ = 0.5(ξe + ξe′) . (10)

Finally, the errors of all nodes are decreased by a factor δG,

ξi = δGξi, i = 1, . . . , N∗ . (11)

Stopping the learning of GNG is a non–trivial issue shared
by the rest of clustering algorithms and all reiterative heuris-
tic algorithms. As we are interested to cover the inputs space
as much as possible we will stop if, after a learning epoch,
the standard deviation of the accumulated errors is smaller
than a certain threshold, ρ,vuut 1

N∗

N∗X
i=1

(ξi − ξ)2 < ρ . (12)

This means that we will stop when the outliers are as better
represented as possible.

After training has ended the deviations, σi, of the nodes
must be computed. For this task we employ the unbiased
estimator of the deviations detail in the following algorithm

Set s1, . . . , sN∗ = 0 and n1, . . . , nN∗ = 0.
for all x ∈ Ψ do

Determine the closest node, cc to x.
sc = sc + (x− µc)2.
nc = nc + 1.

Compute the deviations as δi =
q
si
ni

.

4.2 MONEDA Algorithm
MONEDA maintains a population of individuals, Pt, with

t as the current iteration. The algorithm’s workflow is sim-
ilar to other EDAs. It starts from a random initial popu-
lation P0 of npop individuals. It then proceeds to sort the
individuals using the NSGA–II fitness assignment function.

The NSGA–II fitness first ranks the individuals according
the dominance relations established between them. Indi-
viduals with the same domination rank are then compared
using a local crowding distance.

The first step consists in classifying the individuals in a
series of categories F1, . . . ,FL. Each of these categories
store individuals that are only dominated by the elements
of the previous categories,

∀x ∈ F i : ∃y ∈ F i−1 such that y ≺ x, and
6 ∃z ∈ Pt \ (F1 ∪ . . . ∪ F i−1) that z ≺ x ;

(13)
with F1 equal to P∗t , the set of non–dominated individuals
of Pt.

After all individuals are ranked a local crowding distance
is assigned to them. The use of this distance primes individ-
uals more isolated with respect to others. The assignment
process goes as follows,

for all category sets F l, having fl = |F l| do
for all individuals xi ∈ F l do
di = 0.

for all objective functions m = 1, . . . ,M do
I = sort (F l,m) (generate index vector).

d
(l)
I1

= d
(l)
Ifl

=∞.

for i = 2, . . . , fl − 1 do
Update the remaining distances as

di = di +
fm

`
xIi+1

´
− fm

`
xIi+1

´
fm (xI1)− fm

“
xIfl

” .

Here the sort (F ,m) function produces an ordered index vec-
tor I with respect to objective function m.

Having the individual ranks and their local distances they
are sorted using the crowded comparison operator, stated
as: An individual xi is better than xj if:

• xi has a better rank: xi ∈ Fk, xj ∈ F l and k < l, or;

• if k = l and di > dj .

A set P̂t containing the best bα |Pt|c elements is extracted
from the sorted version of Pt,˛̨̨

P̂t

˛̨̨
= bα |Pt|c . (14)

A MB–GNG network is then trained using P̂t as training
data set. In order to have a controlled relation between size
of P̂t and the maximum size of the network, Nmax, these
two sizes are bound by the rate γ ∈ (0, 1],

Nmax =
l
γ
˛̨̨
P̂t

˛̨̨m
. (15)

The resulting Gaussian kernels are sampled to produce an
amount bω |Pt|c of new individuals. Each one of these indi-
viduals substitute a randomly selected ones from the section
of the population not used for model–building Pt \ P̂t. The

set obtained is then united with best elements, P̂t, to form
the population of the next iteration Pt.

Iterations are repeated until a given stopping criterion
is met. The output of the algorithm is the set of non–
dominated solutions of Pt, P∗t . The outline of MONEDA is
presented in algorithmic form on Algorithm 1.
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Algorithm 1 Algorithmic representation of MONEDA.

MB–GNG parameters: N0, νmax, εb, εv, δI, δG and ρ.
MONEDA parameters: npop, α, γ and ω.
Let t = 0.
Randomly generate the initial population P0 with z indi-
viduals.
repeat

Sort Pt individuals with regard to the crowded compar-
ison operator.
Extract first α |Pt| elements the sorted Pt to P̂t.

Train MB–GNG network with P̂t training data set and

Nmax =
j
γ
˛̨̨
P̂t

˛̨̨k
.

Sample bω |Pt|c from the MB–GNG.

Substitute randomly selected individuals of Pt\P̂t with
the new individuals to produce P ′t .
Pt+1 = P̂t ∪ P ′t .
t = t+ 1.

until end condition is met
Determine the set of non–dominated individuals of Pt,
P∗t .
return P ∗t as the algorithm’s solution.

5. EXPERIMENTS
MONEDA and its underlying hypothesis must be properly

assessed from an experimental point of view in order to com-
plement the theoretical discussion issued above. However,
because of the length restrictions imposed to this contribu-
tion we have had to restrain ourselves present a limited set
of results.

The experiments consist on the application of a set of
known and competent evolutionary multiobjective optimiz-
ers and MONEDA to some community–accepted test prob-
lems. The algorithms applied are näıve MIDEA [3], mrBOA
[1], RM–MEDA [21], MOPED [5], NSGA–II [6] and SPEA2
[6]. The DTLZ3 and DTLZ6 problems scalable multiob-
jective test problems [7] were used. These problems were
selected for their scalability, their known and easily measur-
able Pareto–optimal front, and their multiple suboptimal
fronts. Each problem was configured with 3, 6 and 9 ob-
jective functions. In all cases the dimension of the decision
space was fixed to 15.

Tests were carried out under the PISA experimental frame-
work [2]. Algorithms’ implementations were adapted from
the ones provided by their respective authors with the excep-
tion of NSGA–II and SPEA2, that were already distributed
as part of the framework, and MOPED and MONEDA that
were implemented from scratch.

The unary additive epsilon indicator [10] and the Pareto–
optimal front coverage indicator [4] were used to assess the
performance. The first indicator measures how close the set
of solutions is to the optimal one while the second indica-
tor gauges how well distributed are the solutions along the
optimal set. Both indicators should be minimized.

For each problem/dimension pair each algorithm was ex-
ecuted 30 times. As assessing the progress of the algorithms
in higher dimensions is a complicate matter the MGBM
multiobjective optimization cumulative stopping criterion
[12] was used.

Figure 1 shows the progress of each algorithm for the dif-
ferent problem setups with regard to the two indicators. In
each case the data series are shown until the first of the

30 runs stopped. The statistical description of the results
yielded by the algorithms can be inspected on Fig. 2.

In the three dimensional configurations our approach per-
formed similarly to the rest of the algorithms. This was an
expected outcome since our MOEDA uses an already ex-
istent fitness function and its model–building algorithm is
meant to provide a significant advantage in more extreme
situations.

However, as the tests proceed into higher dimensions, it
becomes evident that MONEDA outperforms the rest of the
optimizers applied. MONEDA not only yields better final
results but they have a very low variance and also fewer
iterations are required. This means that it performed con-
sistently well across the different runs. The results not only
show that MONEDA’s solutions are close to the optimal but
also they manage to evenly cover the Pareto–optimal front.

This might lead us to hypothesize that thanks to its novel
treatment of the outliers in the model–building data set our
approach manages to overcome the difficulties that hampers
the rest of the methods. Although very interesting, the re-
sults presented here rise the question of how if they are con-
ditioned by the particularities of the problems solved. They
must be further investigated to understand if the low dis-
persion of the error indicators can only be obtained in the
problems solved or if it can be extrapolated to other prob-
lems. Regretfully, the briefness of this communication does
not allow us to deal with these issues in more depth.

6. FINAL REMARKS
In this paper we have explored the model–building issue of

MOEDAs. We argued that model–building has some char-
acteristics that differentiate it from other machine learning
tasks. Specifically, we contended that in this problem out-
liers must not be disregarded but instead they should be
preserved, as they represent regions of the suboptimal so-
lutions space that have not been properly explored. In ad-
dition to that, we reflected on the excess of computation
capacity wasted by MOEDAs in finding the optimal model
size and we hypothesized that a self–organizing approach
would yield better results in terms of resource consumption,
even if a certain degree of overkill is included.

Using those postulates as requirements for a model–build-
ing algorithm we proposed a novel algorithm, which we called
MONEDA. MONEDA uses a custom–made model–building
GNG (MB–GNG) specially intended for this task. In the
subsequent experimental studies MONEDA’s performance
was contrasted with a set of multiobjective optimizers. In
those tests MONEDA outperformed the rest of the methods
in terms of proximity to the Pareto–optimal front, diversity,
and speed of convergence.

In spite of the promising results obtained so far, further
studies are necessary. More problems, of both continuous
and discrete nature, should be addressed to establish if the
outcome of the experiments shown here can be generalized.
The detailed analysis of the execution of MONEDA will
also be helpful in understanding the actual impact of the
modified model–building strategy we put forward here in an
iteration–wise scale.

From a theoretical perspective some points still need to be
explored. For example, a computational complexity study
is necessary in order to grasp the resource consumption of
MONEDA when advancing into higher dimensions. On the
other hand, more model–building approaches that follow our
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(a) DTLZ3, M = 3, coverage. (b) DTLZ3, M = 6, coverage. (c) DTLZ3, M = 9, coverage.

(d) DTLZ3, M = 3, ε–indicator. (e) DTLZ3, M = 6, ε–indicator. (f) DTLZ3, M = 9, ε–indicator.

(g) DTLZ6, M = 3, coverage. (h) DTLZ6, M = 6, coverage. (i) DTLZ6, M = 9, coverage.

(j) DTLZ6, M = 3, ε–indicator. (k) DTLZ6, M = 6, ε–indicator. (l) DTLZ6, M = 9, ε–indicator.

Figure 1: Algorithms’ progress across iterations solving the DTLZ3 and DTLZ6 problems.
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(a) DTLZ3, M = 3, coverage. (b) DTLZ3, M = 6, coverage. (c) DTLZ3, M = 9, coverage.

(d) DTLZ3, M = 3, ε–indicator. (e) DTLZ3, M = 6, ε–indicator. (f) DTLZ3, M = 9, ε–indicator.

(g) DTLZ6, M = 3, coverage. (h) DTLZ6, M = 6, coverage. (i) DTLZ6, M = 9, coverage.

(j) DTLZ6, M = 3, ε–indicator. (k) DTLZ6, M = 6, ε–indicator. (l) DTLZ6, M = 9, ε–indicator.

Figure 2: Box plots of the indicators obtained at the final iteration when solving the DTLZ3 and DTLZ6
problems.
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premises should be tested. Such models could be found by
doing a more exhaustive survey on machine learning algo-
rithms or by proposing completely new ones. If such ap-
proaches show themselves as efficient as the one described
here, it would help to corroborate the working hypothesis of
this contribution.
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