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Motivation

Danil Shiffman - TheCodingTrain



Background - Generative Art

Visualization of algorithms and/or mathematical functions [1-5]
- Creative coding [11-15]
- Real-world displays [16]
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y = 75.0 *sin(x) Pixel sorted


https://p5js.org/examples/math-sine-wave.html

Background - Generative Art

reset | copy


https://p5js.org/examples/math-sine-wave.html

https://editor.p5js.ora/frederer/sketches/DbWEErKy

Included techniques

Stippling

Cellular automata

Circle packing

Flow fields (two implementations)
Drunkard's walk

Dithering

Pixel sorting

— any technique is viable!
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(a) Stippled (b) Cellular Automata (c) Circle Packing (d) Flow Field (e) Drunkard’s Walk


https://editor.p5js.org/frederer/sketches/DbWjEErKy

Background - Grammatical Evolution

Subset of evolutionary computation (generally genetic programming-based) [24]
- Grammar-based genome [6-7]
- Uses very similar genetic operators (e.g., mutation, crossover, etc.)

Effective at constraining the solution space
- Target for genetic improvement! [7]

Tracery [9] grammar
B



Background - Grammars

Top-level rule is "flattened" and production rules expanded
- Tracery enables randomness (among other things)

Tracery [9] grammar

Expanded output




Tracery

http://www.crystalcode

palace.com/traceryTut.
html

talcodepalac

Tuforials - @galaxykate

more from galaxykafe

Tuforial: Tracery

Tracery is a JavaScript library, by GalaxyKate, that uses grammars to generate surprising new text.
It's already been used to generate text in several released games and projects, but we're still discovering what it's for!

Tracery is still a work in progress, and we hope to soon have a code-free, hosted online version, but this tutorial will help you get Tracery working with an existing Javascript project.

This is an interactive tutorial that will teach you the basics of Tracery syntax. For a real project, you'd import the library, create a grammar, and then create new text with mygrammar.flatten('someRule’),
with detailed instructions at the GitHub repo.

this tutorial is also a work in progress! send feeback to kate {{galaxykate at gmailj}

1: Generating text!
Tracery uses grammars to generate text. 5
Areplacement grammar takes a starting “animal’: ["unicorn’, "raven”, sparrow’, “scorpion”, "coyote”, "eagle”,"owl", lizard", |
symbol, and replaces it with one of several
rules

On the right (or below, depending on your
screen size), you can see the json object that
represents this very simple grammar. Farther
right is the current start symbol (animal’) and
a list of possible texts that it can generate.

Press the reroll button a few times to generate
more. Not very interesting, yet, so lets get 2

more complicated! -
« I »
2: Rules within rules
Rules can call rules! s -
Take a look at the rule for ‘sentence’: The sentenors [iThe foolork danimalf of the dnaturNovd & called dhaneli] The grey scorpion of the cloud s called Azra )
#color #animali of the #natureNound' s called ‘color”: ["orange”, "blue”,"white”,"black’, "grey”, "purple”,"indigo”, "turquoise”]
R o s "animal”: ["unicorn”,"raven”, sparrow","scorpion’, "coyote”, "eagle”,"owl", lizard"," The black duck of the ocean is called Azra J
#name#'. Each of the words between two " . [ . n P " - i e nl A e e
; ‘natureNoun": ["ocean’,'mountain’, forest”, cloud”, "river”, "tree”, "sky’,"sea”, "des The turquoise eagle of the sea is called Azra
baiinge=evinal lofe =Hacel) “name’s [Arjun’, "Yuuma’, Darcy’,"Mia’,"Chiaki’, Izzi", Azra”, "Lina’] 4
i TR0 el The turquoise zebra of the forest is called Chiaki )
Try adding your name to the list of names, = :
surrounded by quotation marks like all the The orange eagle of the tree is called Lina )
other options. It will now appear in some of The black zebra of the sky is called Azra )
=t The white owl of the sea is called Darcy )
Note: JSON is very very fussy. There must be a
comma between every option, but none after
the last option v &
« I ia R »
Try adding a new symbol and a set of - P
replacement rules. "sentence”: [#name# the #color# #animal# was ... something."] o 5 .
2enbonon s Tatamekthe fooion fammals ey sometine Darcy the indigo scorpion was ... something. )
i ol this stovy Sz You couid adi a ‘name”: ["Arjun","Yuuma", Darcy”,"Mia","Chiaki", "|zzi", "Azra", "Lina"] > = e =
? "olor™ I" * "hiue” white® *black® " " - e ise" arcy the purple lizard was ... something.
"mood' svmbol so that Darcy the blue raven is O LT e DA e e D e indig o M rauolse ] v,


http://www.crystalcodepalace.com/traceryTut.html
http://www.crystalcodepalace.com/traceryTut.html
http://www.crystalcodepalace.com/traceryTut.html

Background - Lexicase Selection [10]

Many-objective selection operator
- Not pareto-based!

Evaluates individuals on an objective-by-objective basis

Each selection:

- Sample of population taken e-Lexicase selection [30]
- Comparison on first objective _ Individuals tied if within €
If one individual better, selected | e Lvalluas
Else, advance to next objective - mpor an _ or 'rea value
- If all objectives exhausted fitness objectives
Random selection (observable output may not
change)

€=0.85
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— Project

Apply Gl techniques to optimize the grammar defining the order and parameters of Q
a set of generative art techniques %

1Y

- | like glitch art, which makes for a lovely (and naive) proof of concept
(Pixel sorting below = https://qithub.com/satyarth/pixelsort)
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https://github.com/satyarth/pixelsort
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(1) Convert Techniques to Grammar

Suite of generative art techniques required as input

Generative
Techniques

Codebase Configurable
Parameters

evolutionary

Legend

(O Process
— Flow
1 Datastore

parameters

(3)
Configure
Search

fitness
functions

Translate

grammar

techniques
grammar

search
parameters

(5) Output
Best Images | population

(4) Execute
Search

not done

population




(2) Translate Technique

Each generative art technique must also be translated to framework requirements

E.g., flow field must (minimally) accept a Pillow Image object




(3) Configure Search

Selection operator:
e Many-objective (Lexicase selection)
e Single-objective (Tournament selection)
e Random (No selection)

Standard configurable parameters
e E.g., population size, mutation rate, etc.




(3) Configure Search

Fithess functions

: minimize duplicate genes
max(techniques) : maximizing diversity of included techniques

ffmax(RMSIChebyshev) : maximize pixel differences between images

min(genome)

Many-objective search uses all four fitness functions

Single-objective search only uses ffmaX(RMs)




(4) Execute Search

Search executed according to (3)
- Each genome evaluated on flattened grammar

- For this work, image object not cleared
- Subject of future work

Depending on configuration
- Many-objective: Lexicase
- Single-objective: Tournament selection
- Random: No selection
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Experiment Configuration

Parameter Value
Experimental replicates 10

Image size (pixels) 1000 x 1000
Number of generative techniques | 8
Generations 100
Population size 100
Crossover rate 0.5

Mutation rate 0.4

Number of Lexicase objectives 4

e (Lexicase - many-objective) 0.85

TABLE I: Evolutionary parameter configuration.



Results - Novelty . YRSy
0.96 S B
Wilcoxon rank-sum test with Bonferroni
correction % 0.94 -
>
2
Lexicase vs. random (p < 0.01) R0
Single-objective vs. random (p < 0.03) E ]
Lexicase vs. single-objective (p > 0.03) 087 -
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Results - Gene Unigueness

Wilcoxon rank-sum test with Bonferroni
correction

Lexicase vs. random (p < 0.001)
Single-objective vs. random (p < 0.001)
Lexicase vs. single-objective (p > 0.001)

Genome Uniqueness (Minimization)

g 8 8
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Discussion / Sample Outputs

Single- and many-objective both tended to
converge towards both multiple and common
suites of techniques
- On a'perrun' basis
- Resulting from maximizing pixel differences
and maximizing the number of techniques

Random search tended towards 'blank space'’
- Fewer techniques in genome

Lexicase tended to converge to a smaller set of
techniques with common outputs

Lexicase Selection
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Related Work

Generative art via artificial intelligence
- Extremely popular right now thanks to large

language models!
- DALL-E, Midjourney, Stable Diffusion, VQGAN+CLIP, etc
[15,35,36].
- All require a massive dataset and massive amount of
computing power

- GenerativeGl only requires a suite of techniques and
computing necessary for evolutionary search

Everyone: Al art will make designers obsolete

Al accepting the job:

https://www.reddit.com/r/StableDiffusion/comments/yxtdrh




Related Work

Generative art via search heuristics
Often used in visualization and creative coding domains

Visualize 3D models of mathematical formulae [4]
Creating environments within game worlds [5]

- GenerativeGl focuses on fine-tuned control over artistic techniques

Taxonomy of fithess metrics for evolutionary art/music [8]
- Metrics can be non-trivial to evaluate (e.g., human preference)
- Target for future work of this paper



Future Work

Additional fitness functions
- Guide towards specific outputs

Human in the loop
- What constitutes a "good" output?
-  How do you measure aesthetic preference?

Merging artistic techniques

- How can distinct techniques provide a seamless output?
- E.g., aflow field into an automata
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