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ABSTRACT
Designing technical plants is a complex and demanding pro-
cess. It has been shown that the optimization of the simple
facility placement problem is already NP-hard. Optimiza-
tion of plant designs must obey a number of criteria derived
from several fields of process engineering. We discuss an ex-
pansion of the simple facility placement problem with non-
regular floor spaces and more than one layer. Additionally,
we allow forbidden zones and predefined ways. In contrast
to other approaches our system can cope with competitive
criteria. These can be defined by a plant designer in an intu-
itive way according to concepts from fuzzy logic. This leads
to the multiobjective optimization of costs and fulfillment
of weighted design rules. We describe an evolutionary al-
gorithm to construct Pareto-optimal blueprints of chemical
plants. The smart indexing of rules and assignment of con-
clusions to components allows an efficient calculation of the
rule fulfillment as part of the fitness function. Optimized
blueprints for a real existing chemical plant dominate the
original design.

Categories and Subject Descriptors: I.2 [Computing
Methodologies]: Artificial Intelligence

General Terms: Experimentation

Keywords: Multiobjective evolutionary construction, evo-
lutionary plant design, fuzzy constraint indexing

1. INTRODUCTION
Designing a process plant is a complex and demanding

task. Right from the planning stage the designer must con-
sider the complete lifecycle of the plant and costs for realiza-
tion and operation. Wrong decisions in these stages cause
high costs during installation and operation. First of all,
the designer selects necessary components for the process
at hand. The optimization of this selection is done during
basic engineering and is not part of this paper. After this
selection step the main components and their properties are
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known and must be placed on a factory ground. This design
phase is called extended basic engineering and all following
steps of detail engineering depend on an optimal placement
of the selected components. Factory grounds often contain
a steel construction which expands the layout problem into
the third dimension. In this paper we concentrate on the
design of chemical plants where a steel construction usually
exist. Typical dimensions of the used equipments cover the
range from 1m2 to 50m2. The layout optimization in the
extended basic engineering step must obey a great number
of constraints derived from several fields of engineering [2,
21]. Process engineering may define requirements depending
on the process at hand, e. g. a pump may ask for a primary
pressure which can be set with help of an altitude differ-
ence. Safety engineering defines constraints which should
ensure a safe operation for both the plant and the employ-
ees. Placement constraints for components can be derived
from machine engineering, e. g. heavy machines should be
placed in ground level. All relevant pipes should be con-
sidered during planning, especially those with large diam-
eters or those built from expensive materials. The instal-
lation requirements should ensure a low priced installation
of the plant. Components which must be manually oper-
ated or maintained should be placed at reachable locations.
These requirements can be defined as rules (see section 3). A
blueprint for a process plant is optimal if all rules are fulfilled
and other costs are minimized. Often these constraints can
only be formulated in a fuzzy way and, moreover, are usually
contradictory. For example, a plant providing enough place
for maintaining cannot minimize the connection lengths. In
practice an optimal plant design can hardly be found be-
cause of the competitive criteria and costs defined above.

1.1 Related work
The optimization of process plants discussed in this pa-

per is a variant and enhancement of known problems. The
placement problem is known from VLSI design, where the
total space needed by a set of rectangular components is to
be minimized. This problem is NP-hard [8]. Heuristics must
be used to ensure efficiency in practical domains, including
evolutionary algorithms [6, 10, 11, 29].

Similar to the placement problem of VLSI design is the
facility placement problem. Classical methods for this prob-
lem include the definition as quadratic assignment problem,
linear programming, and mixed integer linear programming
[19]. The main problem with these approaches is the re-
duction on a single class of costs [1]. Improvements were

1985



done to overcome this problem [22, 25] but finding an ex-
act solution with respect to general cost functions remains
a hard problem [26]. Other approaches relax this problem
by using a fixed grid [14]. Since the plant components used
in this paper are very different in size this restriction is not
an option. None of the approaches optimize the layout with
respect to all criteria defined above.

Many solutions based on evolutionary algorithms were
presented including approaches which uses several weighted
criteria [4] for required area, pipe lengths, and safety costs.
The proposed approaches did not perform a multiobjective
optimization and do not allow three dimensions or layers.
Additionally, the user can not define additional constraints
which may depend on the process at hand. Other evolution-
ary approaches did not allow fuzzy user defined constraints
too [30, 3, 31]. Hence we still lack an efficient knowledge-
based assistant for three dimensional real world plant design.

1.2 Outline
In the next section we formalize the layout problem dis-

cussed in this paper as enhancement of the classical facility
layout problem. We discuss a representation of plants which
allows the definition of fuzzy constraints and can be used to
represent the individuals during optimization. Afterwards,
we will introduce the indexing of fuzzy rules in section 3.
This is a necessary preprocessing step to guarantee an ef-
ficient calculation of the fitness function. Users can easily
define the constraints of plant design in a simple XML for-
mat. In section 3.1 we will discuss the possible rule conclu-
sions which are defined with fuzzy techniques. In Section 4
we merge the different criteria like connection costs (section
2.1) and rule fulfillment (section 3.1). We will also shortly
introduce some other criteria which were not discussed in
detail. This leads to the multiobjective optimization prob-
lem of 3D plant design using fuzzy background knowledge.
We use an evolutionary strategies approach described in sec-
tion 4.1 on the individuals defined in section 2 to tackle this
problem. We adapted Pareto dominant tournament selec-
tion for the multiobjective setting where no criteria weights
were given. Section 5 provide results for an existing plant
for both the single- and multiobjective setting.

2. ENLARGEMENT OF THE CLASSICAL
FACILITY LAYOUT PROBLEM

In the classical facility layout problem we try to arrange a
set of rectangular shapes in a specified area [28]. At the same
time the costs induced by the matrix M = [mij ]i,j=1,...,n

should be minimized. This matrix defines the costs for a
connection between the components i and j. The matrix
entry mij depends on the diameter and the material of the
connection. The goal is a non-overlapping layout of all com-
ponents with minimized costs

X

i,j

dij · mij (1)

with dij as distance between the components i and j (see
section 2.1). The facility layout problem is a special case
of the quadratic assignment problem, which proved to be
NP-hard [13]. We discuss a variant of this problem with
non-regular floors, three dimensions by using a steel con-
struction for higher levels, forbidden zones, and predefined
ways. Similar variants were studied by [19, 23].

We represent all parts of the plant which may be relevant
to user defined constraints as components. We do not dis-
tinguish between a way and a machine for example: both
are represented as component of the plant. This allows the
described and further enhancements as well as user defined
constraints. All components which are movable during the
design phase build a vector which is the representation of
the points of our search space. Components are defined by
a shape and a location. In our experiments we use only
rectangular shapes, but please note that our system is not
limited to these shapes. The location is defined by a triple
(x,y,layer). Ways and blocked zones are special components
which can not be moved but are necessary to define the rules
and constraints in a straightforward manner. Unless other-
wise noted we refer to the movable machines of a plant if
we speak of components. This component-based concept of
process plants including user defined optional components
covers the complex optimization task discussed in this pa-
per as well as simple facility layout problems.

2.1 Routing approximation by Manhattan
distance

We have to determine the costs for connections by build-
ing the sum

P

i,j
dij ·mij using a cost matrix M . Therefore,

we have to efficiently calculate the distances dij between the
components i and j. This routing problem is usually solved
with variants of the algorithm introduced by Lee [20]. How-
ever, the 3D routing is already NP-hard for only two layers
[33]. Since the costs for connections must be calculated for
each fitness evaluation we need an approximation for the
distance which can be efficiently calculated. Fortunately,
it turns out that the Manhattan distance is a very good
approximation for the pipes of a chemical plant. The Man-
hattan distance is the shortest orthogonal connection of two
points in space. Due to the triangle inequality in euclidian
spaces the minimization of the Manhattan distance is equiv-
alent to the minimization of the euclidian distance. Since
pipes of chemical plants are almost exclusively orthogonally
layed the Manhattan distance is actually a better estima-
tion for the real costs than the euclidian distance and the
calculations needs less runtime than more complicate rout-
ing algorithms. Furthermore, we do not have to consider
routing collisions.

3. RULES FOR PLANT DESIGN
We motivated and discussed some of the requirements for

plant design already in section 1. This section describes
how the different constraints can be formalized and evalu-
ated. We used a rulebase developed by Leuders [21] who
defined about 100 rules for chemical plant design. Of course
similar rulebases can be defined for other purposes too. The
rulebase can be divided in two groups:

absolute position constraints: absolute constraints refer
to a movable component and one of the general prop-
erties of the plant like ways or forbidden zones. An air
cooler, for example, must be placed in the top level of
the plant, other components must be placed next to
ways to ease maintenance.

relative position constraints: relative constraints corre-
late two movable components without defining the ab-
solute positions of the components. For example, a
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tank with a connection to a pump should be placed
above the pump.

It is possible to specify both groups with the same function
class due to the component based representation for both
movable machines and other plant elements like ways or steel
constructions. Absolute position constraints like next to

way or next to border can also be defined as relative con-
straints between a normal component and a non-movable
component like another plant element. Hence, we can de-
fine the same conclusions for both groups. These conclusions
are next, close, above, in, and out. The fulfillment of each
of these conclusions can be calculated like the membership
function of a linguistic variable. In the next section this
fuzzy technique is defined for the described conclusions.

3.1 Fulfillment of rules with fuzzy conclusions
There are two good reasons for using fuzzy constraints

as part of the fitness function. The background knowledge
which is used to define the rulebase for the fitness function
should reflect the experience of a plant designer. The well
known fuzzy logic concept of a linguistic variable is a natu-
ral representation of such knowledge [9]. The main reason,
however, is the smooth form of the fitness function which is
induced by the membership function of fuzzy constraints. In
contrast to sharp logic representations the fuzzy constraints
can easily be weighted and avoid discontinuous fitness func-
tions which are more problematic to optimize at all.

Following the concept of a linguistic variable we define
functions which map two components on the membership
to a concept like “neighborhood” or “vertical alignment”.
This is called a fuzzy constraint:

Definition 1. Let K be the set of all components. A fuzzy
constraint is a mapping f : K × K → [0, 1] of two compo-
nents on a membership interval.

Fuzzy constraints can be used as conclusion of user defined
rules. Another advantage is the intuitive weighting by scal-
ing the membership value with the rule weight. The fulfill-
ment er of a rule’s conclusion for two components ki and
kj is the membership value of the corresponding fuzzy con-
straint cr multiplied with the rule’s weight wr ∈ R, i. e.:

er (ki, kj) = wr · cr (ki, kj) (2)

In many cases a fuzzy constraint does not only apply for
exactly two components but for one component and a class
of other components. An example is a conclusion like “the
component must be next to a way”. This constraint is ful-
filled if the component at hand lies next to an arbitrary
way. Please remember that each way is also defined as com-
ponent. We can use a class Ways of components and claim
that the fuzzy constraint next(k, Ways) should provide a
high membership value if the component k lies next to one
of the ways out of Ways. We formalize this idea of disjunc-
tion with fuzzy class constraints:

Definition 2. Let K be the set of all components and C ⊂
Kp a class of components. A fuzzy class constraint is a
mapping f̂ : K×C → [0, 1] of a component and a component

class on a membership interval. The function f̂ is defined
as f̂(k, c) = maxi(f(k, ci)) for a k ∈ K and all ci ∈ C.

Please note that other S-norms can also be used instead of
the maximum.

3.1.1 Fuzzy conclusions for plant design
Now we can use the idea of fuzzy constraints to define

possible conclusions of weighted design rules. These should
reflect the requirements induced by process and safety engi-
neering. Especially for chemical processes a vertical align-
ment of two components is often demanded. Since the exact
vertical arrangement is actually not necessary we define a
fuzzy constraint named above depending on the angle be-
tween the components. Let dij be the distance and hij the
altitude difference between the components i and j. The
value hij is negative if component i lies in a lower level than
component j. The following fuzzy constraint delivers 0 for
all angles greater than αmax:

Definition 3. The fuzzy constraint above is defined as:

above(i, j) =

8

>

<

>

:

0 for hij < 0

max

 

0, 1 −
arctan

dij
hij

αmax

!

for hij ≥ 0
(3)

If two components should lie side by side in the same layer
the distance dij can be normalized by the diameter d2 of the
corresponding layer:

Definition 4. The fuzzy constraint next is defined as:

next(i, j) =

(

0 for hij 6= 0

1 −
dij

d2

for hij = 0
(4)

Similar to next which only makes sense in 3D settings with
discrete layers the fuzzy constraint close defines the neigh-
borhood in all dimensions with help of the diagonal d3 of
the used space:

Definition 5. The fuzzy constraint close is defined as:

close(i, j) = 1 −
dij

d3

(5)

Additional special purpose constraints can easily be added
in a similar way. In order to demand the placement of a
specific component as part of the steel construction or a
particular layer the following fuzzy constraints were defined
for chemical plant design:

Definition 6. The fuzzy constraints in and out are de-
fined as:

in(i, j) = o(i, j)/ min(a(i), a(j)) (6)

out(i, j) = 1 − in(i, j) (7)

The function a(i) calculates the area of the shape of com-
ponent i and the function o(i, j) the size of the intersection
between the components i and j. The value range of this
overlap function lies between 0 and min (a(i), a(j)).

Sometimes the user is able to define weights for the dif-
ferent rules. In case of the chemical plant design task we
discuss in this paper the designer was able to define three
different degrees of importance. Some rules must be obeyed
to ensure the correct functioning of the plant or the safety of
the employees. For other constraints it would only be nice
if they are fulfilled but this is not really necessary. These
degrees of rule importance can be defined via rule weights.
Figures 1 and 2 show parts of the rulebase for chemical plant
design. The used weights are named high, medium, and low.
The complete rulebases are stored in an XML format.
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// Long tanks should be placed next to a border

<rule name="L71" weight="low" constraint="Border">

<method name="type" type="=" value="tank"/>

<method name="length" type=">" value="500"/>

</rule>

// Stations should be placed in level 0

<rule name="L80" weight="low" constraint="Ground">

<method name="type" type="=" value="station"/>

</rule>

// A short forklift must be placed next to a way

<rule name="L05" weight="high" constraint="Way">

<method name="device" type="=" value="forklift"/>

<method name="length" type="<" value="5000"/>

</rule>

Figure 1: Part of the XML rulebase for absolute
position constraints. “Border” is a shortcut for the
class of all border components, i. e. for the con-
straint next(k, Border).

3.1.2 Rulebase preprocessing and indexing
Such XML rulebases can be specified for a complete field

of technical engineering, e.g. chemical plant design. They
apply for chemical plants in general and only little adop-
tions should be necessary when a concrete plant should be
designed. On the one hand this is a desired feature since
a system providing aid to a designer should have only one
setup phase. On the other hand this means that many of the
rules might not be applicable to a given plant at all. The
naive approach for fitness evaluation is to iterate through
all rules and check if the current rule applies for one or
several of the components and their connections. Since this
approach is far away from an efficient implementation it can-
not be used during the fitness evaluation of an evolutionary
algorithm. Therefore, we apply a preprocessing step on the
rulebase before we start with optimization. We perform the
following steps:

• Iterate through all rules and do:

1. Iterate through all components and connections
and check if the premises of the current rule can
be applied

2. Assign the conclusion, i. e. the fuzzy constraint
of a firing rule to the corresponding components
and connections respectively

This simple rule indexing step reduces the number of con-
straints to those which are suitable to the given plant at
all. Moreover, the premises are checked only once before
optimization and not for each fitness evaluation. We illus-
trate this indexing step with a simple example. The generic
rulebase for chemical plant design contains a rule

If

a connection exists from a heat exchanger to a pump

then

the heat exchanger must be located above the pump.

The rule need not to be checked at all during optimization
if the plant at hand does not contain any heat exchangers
or pumps. If there are heat exchangers and pumps which
are connected in the specified direction then only the rule
conclusion must be evaluated for exactly these components.

// Clear tanks should be placed above pumps

<rule name="L40" weight="medium" constraint="Above">

<first>

<method name="type" type="=" value="tank"/>

<method name="specs" type="=" value="clear"/>

</first>

<second>

<method name="type" type="=" value="pump"/>

</second>

</rule>

// Components must be placed close if connected

// with metal connections of large diameter

<rule name="L02" weight="high" constraint="Close">

<connection>

<method name="diameter" type=">" value="5"/>

<method name="material" type="=" value="met"/>

</connection>

</rule>

Figure 2: Part of the XML rulebase for relative
position constraints. Arbitrary combinations of
premises for both the components and the connec-
tion itself can be defined.

Rule indexing derives a concrete rule from the generic rule-
base for a singular heat exchanger e and a singular pump
p:

The heat exchanger e must be located above pump p.

Hence this rule need not to be checked for components of
other types too. By indexing the rulebase and assigning the
conclusions to the corresponding components the effort for
rule evaluation is minimized.

3.1.3 Runtime analysis of rule evaluation
Let n be the number of components. If each component

is connected to each other component a total number of
O(n2) connections exist. Since premise checks and index-
ing is done during a preprocessing step the calculation of
the membership function is the only thing we have to do for
each connection. This can be done in O(1). Only a constant
number of possible constraints exist for each connection –
in case of chemical plant design the five constraints next,

close, above, in, out. This results in a worst case run-
time of O(kn2). Practically, not all components are con-
nected to each other but each component provide only a
small amount of connections. In case of chemical plants this
number is approximately 4.

4. PLANT DESIGN AS MULTIOBJECTIVE
OPTIMIZATION

The rules we described in the last section cover the oper-
ational requirements discussed in section 1. However, more
than these criteria may be applied to the optimization task
of plant design. All of them must be efficient to calculate,
i. e. have polynomial runtime. We define the following cri-
teria for the design optimization of chemical process plants:

fa: the fulfillment of the absolute position constraints. The
runtime is linear in the number of components.

fr: the fulfillment of the relative position constraints. The
runtime is linear in the number of connections (see
section 3.1.3).
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fl: the distribution of layer contents. Approximately be-
tween 30% and 70% of each layer should be filled to
ease maintenance and operation. Actual values depend
on the type of the plant [18]. Since each component
must be examined the runtime is also linear.

fc: connection costs based on Manhattan distance and cost
matrix M (see section 2.1). The quadratic runtime in
the worst case is not reached in practice. In average
the complexity is similar to the calculation of relative
rule fulfillment.

fo: the overlap degree. Overlapping components are a relax-
ation of the classical facility placement problem. This
eases a continuous mutational drift of components into
other areas of the plant – including the drift across for-
bidden zones or ways. Since the overlap of each com-
ponent with all other components must be calculated
the runtime is quadratic in the number of components.

It can easily be shown that these criteria compete. A plant
that fulfills all operational requirements can usually not min-
imize the connection costs. On the other side a strongly
overlapping plant would minimize those costs. An experi-
enced plant designer may be able to define weights wi for
the different criteria and transform the optimization task
into one with a single criterion

Z = wafa + wrfr + wlfl + wcfc + wofo (8)

which is to maximize. Usually such weights cannot be de-
fined and vary with different plants. Therefore, the task
of 3D plant design is a multiobjective optimization problem.
These problems cannot be solved with singleobjective evo-
lutionary algorithms. Since the user has only a vague idea
of criteria weights, a multiobjective optimization algorithm
tries to find all solutions which are optimal for arbitrary
weight vectors. These solutions are called Pareto-optimal
(see section 4.1.1). The blueprints of the Pareto-optimal
set of solutions can only be enhanced with respect to one
criterion if the values of other criteria decreases. We de-
scribe an evolutionary approach to find such Pareto-optimal
blueprints of process plants in the next section.

4.1 Evolutionary search for Pareto-blueprints
This section describes the developed operations to per-

form the search for optimal plant designs with an evolu-
tionary algorithm [15, 16]. Each individual is given as vec-
tor of the positions and orientations of all movable compo-
nents (section 2). Since the shape of a component cannot
be changed in the setting of plant design, search operations
only refer to the location and the rotation of the compo-
nents. We adapted the NSGA-II algorithm for these type of
real-valued individuals [7].

The start population of N individuals is randomly created.
We perform three steps for each component of an individ-
ual: first, we randomly select the layer of the component by
selecting one of the possible layers defined by a steel con-
struction. Second, we chose a position in this layer. The
last step is to select one of the four possible rotations. All
selections were done uniformly distributed. This leads to
plant designs where components may overlap.

We apply uniform crossover by changing the position and
the rotation of the parent’s components. This is done for
each component with probability 0.5. If an individual has

n movable components one of the following mutations is
performed with probability 1/n for each component:

Drift: the component drifts in a randomly chosen direction.
The length of the drift vector is a Gaussian variable
with standard deviation σ. This parameter is adapted
during evolution by an 1/5-rule [27].

Layer: the component’s location is randomly changed to a
location in another layer.

Rotation: the component is rotated by 90◦, 180◦, or 270◦.
Since our algorithm considers the connection points of
the components, rotations may decrease connections
costs.

We apply the parts of the fitness function described in the
first sections of this paper on the individuals. If a weight vec-
tor of the criteria was defined we transform the fitness func-
tion into the single objective function and optimize equation
8. In this case we tried both roulette wheel selection and
tournament selection. Tournament selection proved to work
much better in our setting. We stop the algorithm after a
user defined number of generations or after a given number
of generations without improvement.

To allow non-singular fitness functions in the multiobjec-
tive case we must modify the selection operator. This is
described in the next section.

4.1.1 Pareto-dominant selection
The multiobjective search space of a maximization prob-

lem is subject to a partial order:

Definition 7. A solution a dominates a solution b (written
as a � b) if for the p criteria ri the following is true:

∀i ∈ {1, . . . , p} : ri(a) ≥ ri(b) ∧ (9)

∃i ∈ {1, . . . , p} : ri(a) > ri(b).

Our selection scheme needs to decide if a solution is domi-
nated by a set B of solutions. We define:

Definition 8. A solution a is non-dominated by a set of
solutions B if the following is true:

6 ∃b ∈ B : b � a. (10)

Now we are able to define what we mean with Pareto-optimal
solutions:

Definition 9. A solution a is Pareto-optimal if a is non-
dominated by the complete solution space.

Multiobjective evolutionary algorithms can optimize more
than one target function by introducing special selection op-
erators [5, 34]. Traditional approaches in the field of math-
ematical programming must be applied more than once for
multiobjective optimization [12, 32]. Due to the population
based approach of evolutionary algorithms a broad selec-
tion of Pareto-optimal solutions can be found during one
run. The user can select one of these solutions after op-
timization. Additionally, multiobjective evolutionary algo-
rithms do not strongly depend on form and continuity of
the Pareto-optimal set [5]. The used NSGA-II approach
employ a selection technique which first sorts all individuals
into levels of non-domination. Until the desired population
size is reached, individuals from the first levels are added
to the next generation. Before adding individuals from the
last possible level, this level is sorted with respect to the
crowded distance to preserve diversity in the population.
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Requirement original (1 + 1) (µ + λ) multi
absolute 0.75 (6) 0.76 ± 0.01 (2) 0.76 ± 0.02 (3) 0.78 (3) ± 0.02
relative 0.47 (0) 0.53 ± 0.01 (1) 0.54 ± 0.01 (0) 0.53 (0) ± 0.01
layer 0.50 0.47 ± 0.09 0.51 ± 0.09 0.51 ± 0.04
tubes 0.78 0.80 ± 0.02 0.82 ± 0.01 0.83 ± 0.01
overlap 0.58 0.80 ± 0.01 0.83 ± 0.01 0.79 ± 0.01
total 0.56 0.63 ± 0.01 0.63 ± 0.01 0.63 ± 0.01

Table 2: Average results for the different optimization strategies from 20 runs. All criteria were normalized
between 0 and 1 and should be maximized. The best results of each line were printed in a bold style. The
values in parentheses are the number of highly weighted constraints which were not fulfilled in the best of
the 20 runs.

Property Value
number of components 28
predefined locations 5
movable components 23
number of connections 108
layers 5
steel construction yes
forbidden zones yes
ways yes
total number of rules 88 in rulebase (11968)
applicable rules 141

Table 1: The properties of the original plant. The
rulebase had a size of 88 rules which sums up to
88·(28+108)=11968 rule checks. Actually, only 141
constraints were checked during fitness evaluation.

5. EXPERIMENTS AND RESULTS
The experiments discussed in this paper were performed

on a chemical plant which was already built. This allows
the comparison with a existing plant instead of synthetical
data. Table 1 collects the properties of this plant. With-
out rule indexing the 88 design rules must be checked for
each component (absolute position constraint) and connec-
tion (relative position constraint). All in all a number of
(28 + 108) · 88 = 11968 design rules exists. We were able
to reduce the number of fuzzy constraints which have to be
checked to 141 (approximately 1.2%) by the preprocessing
step and rule indexing. The evolutionary optimization of
the plant design was performed with three strategies:

1. (1+1)EA with population size 1 and without crossover.

2. (µ + λ)EA with population size 12 and with uniform
crossover and tournament selection with t = 4.

3. multiobjective optimization with the selection scheme
described in section 4.1.1 and population size 300.

All runs were performed with 10000 generations. Table 2
shows the average fulfillment of the constraints and the av-
erage values of the other criteria for the original plant and
for the different strategies, collected during 20 runs. We
have used the weights wa = 0.24, wr = 0.60, wl = 0.02,
wc = 0.02, and wo = 0.12 for the calculation of the weighted
average in the case of the single objective optimization.
The results presented for the multiobjective optimization
are from the plant design which optimize the total costs for

these weights. Figures 3 and 4 show the best individual op-
timized with the (µ + λ)EA. During the multiobjective run
a set of very diverse blueprints is created which is a useful
aid for the plant designer. Figure 5 presents the initial pop-
ulations and the Pareto fronts for four of the five criteria.
Further results are presented in [24] and a comparison with a
classical constraint programming approach can be found in
[17]. This approach finds designs with similar performance
with respect to the rule constraints but does not consider
the other criteria.

6. CONCLUSIONS
We have introduced a way of incorporating fuzzy back-

ground knowledge into the fitness function of an evolution-
ary algorithm. A preprocessing step and indexing the rule-
base allow the efficient calculation of the fulfillment as part
of the fitness function. Special search operators were defined
for the representation of process plants and a multiobjec-
tive selection scheme was adapted. Thereby we were able to
cope with a variant of the facility placement problem which
was proven to be NP-hard. This variant allows non-regular
grounds, three dimensions, forbidden zones, and predefined
ways and component locations. Our approach constructs
blueprints which beats a real existing plant with respect to
all criteria. Therefore this is a valuable example of a real
world application of multiobjective evolutionary optimiza-
tion.
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