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ABSTRACT
Detecting and characterizing genetic predictors of human
disease susceptibility is an important goal in human genet-
ics. New chip-based technologies are available that facilitate
the measurement of thousands of DNA sequence variations
across the human genome. Biologically-inspired stochastic
search algorithms are expected to play an important role in
the analysis of these high-dimensional datasets. We simu-
lated datasets with up to 6000 attributes using two differ-
ent genetic models and statistically compared the perfor-
mance of grammatical evolution, grammatical swarm, and
random search for building symbolic discriminant functions.
We found no statistical difference among search algorithms
within this specific domain.

Categories and Subject Descriptors
I.5 [Computing Methodologies]: Pattern Recognition;
J.3 [Computer Applications]: Life and Medical Sciences

General Terms
Algorithms, Performance

Keywords
Grammatical swarm, Genetic algorithm, Particle swarm op-
timization, Random search, Symbolic discriminant analysis

1. INTRODUCTION
The identification of genetic polymorphisms or DNA se-
quence variations that are predictive of disease risk is ex-
pected to improve human health be leading to the develop-
ment of effective clinical strategies for diagnosis, prevention

GECCO 2005 Washington, DC USA

and treatment. Success in this endeavor will depend criti-
cally on several factors including the availability of genetic
polymorphisms that capture the relevant DNA sequence vari-
ation across the entire human genome. Technology is avail-
able today to measure 105 or more single nucleotide poly-
morphisms (SNPs) across the human genome in genetic and
epidemiological samples of human subjects [11]. These chip-
based technologies are still too expensive for large-scale use
but should become practical within the next several years.
While as many as 3 ∗ 107 SNPs may exist in human popula-
tions, it is generally believed that only 105 to 106 SNPs will
actually need to measured to capture most of the variability
in the human genome due to regions of high allelic correla-
tion or linkage disequilibrium [3]. Even so, 105 or 106 SNPs
is an enormous number of attributes in a dataset. A num-
ber of computational and statistical challenges arise when
dealing with data of such a high-dimensionality [15] [6] [24].
For example, the number of false-positives is expected to be
high in a traditional statistical analysis of all 106 SNPs.

An important factor to consider when undertaking a genetic
study of human disease is that the mapping relationship be-
tween genotype to phenotype (i.e. genetic architecture) is
expected to be complex [23]. Part of the complexity can
be attributed to epistasis or nonlinear gene-gene interaction
that has been historically defined as one gene masking the
effects of another gene [1] or deviation from additivity in
a linear statistical model [5]. It is our working hypothesis
that epistasis will be a ubiquitous component of the genetic
architecture of common human diseases and thus must be
explicitly modeled in genetic and epidemiological studies [16]
[14]. An important computational consideration is that sta-
tistical modeling of epistasis requires that combinations of
SNPs be evaluated. With 105 to 106 attributes, the num-
ber of combinations that need to be assessed very quickly
becomes astronomical [15]. Thus, deterministic search algo-
rithms aren’t practical. As an alternative, stochastic algo-
rithms, such as those from biologically-inspired computing,
need to be explored and evaluated.

The goal of the present study is to statistically evaluate and



compare two recently developed biologically-inspired algo-
rithms by O’Neill et al., grammatical evolution [18] [19] and
grammatical swarm [17], for their ability to identify sym-
bolic discriminant function models of gene-gene interactions
in artificial datasets of varying size and complexity [13] [12].
As a baseline, we also compare both grammatical strategies
to a random search.

2. DATA SIMULATION
The goal of the data simulation was to generate artificial
datasets that could be used to statistically evaluate and
compare different computational modeling strategies in the
domain of human genetics. The simulation strategy used
has been previously described in detail by Reif et al. [20]
and is briefly described here. We first simulated two sin-
gle nucleotide polymorphisms (SNPs) each with equal allele
frequencies (p = .5, q = .5) and genotype frequencies consis-
tent with Hardy-Weinberg equilibrium (p2, 2pq, q2). From
each SNP, a hypothetical protein product was generated in
which 60% of the variation was due to additive (i.e. lin-
ear) effects of the three genotypes. Genotypes and proteins
were simulated using the Genometric Analysis Simulation
Package or GASP [25]. Whether a subject in the dataset
had a hypothetical disease or not was determined by a func-
tion of discretized values of the two simulated proteins (low,
medium, high). Here, we used two different models of dis-
ease susceptibility. In the first model (M27), probability of
disease given high or medium levels of both proteins is one,
and zero otherwise. The M27 model specifies both a main
effect of each SNP and an interaction (i.e. epistasis). In the
second model (M170), probability of disease given medium
levels of one protein, the other, but not both, is one, and zero
otherwise. This model is based on the XOR function that
is not linearly separable and thus specifies and interaction
between each SNP in the absence of any independent main
effects. Both the M27 and M170 models have been described
previously [10]. Figure 1 summarizes the simulation models.
We then added each functional SNP to datasets consisting
of additional non-functional or randomly generated SNPs.
Each dataset consisted of either 60, 600, or 6000 total at-
tributes. This range of attributes is consistent with typical
genetic and epidemiologic datasets. The total number of
instances or hypothetical human subjects was 200 with dis-
ease and 200 healthy controls. Two model types and three
attribute counts yielded six different generative function for
the artificial datasets.

3. SYMBOLIC DISCRIMINANT ANALYSIS
It is common to utilize parametric linear models for the de-
tection and characterization of gene-gene interactions in ge-
netic and epidemiologic studies of human disease [4]. An im-
portant limitation of parametric statistical approaches such
as linear discriminant analysis and logistic regression is the
need to pre-specify the functional form of the model. To ad-
dress this limitation, Moore et al. [13] [12] developed sym-
bolic discriminant analysis or SDA for automatically iden-
tifying the optimal functional form and coefficients of dis-
criminant functions that may be linear or nonlinear. This
is accomplished by providing a list of mathematical func-
tions and a list of explanatory variables that can be used
to build discriminant scores. Similar to Koza’s symbolic
regression [9], genetic programming (GP) is utilized to per-
form a parallel search for a combination of functions and

variables that optimally discriminate between two endpoint
groups. The primary advantage of this approach is that the
functional form of the statistical model does not need to
be pre-specified. This is important for the identification of
combinations of SNPs in genes whose relationship with the
clinical endpoint of interest may be nonadditive or nonlin-
ear [23] [14]. In the present study, we investigate the use
of grammatical evolution or GE [18] [19] and grammatical
swarm or GS [17] for the discovery of symbolic discrimi-
nant functions. Random search (RS) was also investigated.
These grammatical approaches are described below. Table
1 summarizes the function set and parameters used in all al-
gorithms. population size, number of generations, and chro-
mosome length that were all held constant across the three
search methods. Method-specific parameters are discussed
below.

The performance of SDA with GE, GS, and RS wrappers
was assessed by estimating the prediction error of symbolic
discriminant functions using two-fold cross-validation. Best
models were selected as those that minimize the difference
between the classification error as assessed in the training
set and the prediction error as assessed using the testing
set. This greatly reduces overfitting as has been suggested
by Rowland [21].

4. A GRAMMAR FOR SYMBOLIC DISCRIM-
INANT FUNCTIONS

Both grammatical evolution and grammatical swarm use a
grammar to generate candidate solutions. The following
shows the full grammar used by these algorithms to gen-
erate symbolic discriminant functions. Backus-Naur Form
(BNF) is a formal notation for describing the syntax of a
context-free grammar as a set of production rules that con-
sist of terminals and nonterminals [7]. Nonterminals form
the left-hand side of production rules while both terminals
and nonterminals form the right-hand side. A terminal is
a function component, and a nonterminal is the name of
a production rule. Use of nonterminals in the right-hand
side of production rules allows for recursion, deriving more
complex sentences, thus functions, by expanding these non-
terminals recursively. For symbolic discriminant functions,
the terminal set includes, for example, the basic building
blocks of a function: unary and binary expressions, and IF
statements with conditionals. The nonterminal set includes
the names of production rules that construct the parts of
the function. The complete grammar specification follows.
Beginning with the start symbol expression, complete func-
tions are derived by decoding GA chromosomes or GS/RS
vectors.

〈expression〉 ::= ( 〈unary operator〉 〈operand〉 )
| ( 〈binary operator〉 〈operand〉 〈operand〉 )
| ( IF 〈conditional expression〉 〈expression〉 〈expression〉

)

〈conditional expression〉 ::= ( 〈conditional operator〉 〈operand〉
〈operand〉 )

| ( 〈logical operator 1 〉 〈operand〉 )
| ( 〈logical operator 2 〉 〈operand〉 〈operand〉 )



Figure 1: Data simulation models.

Objective: Induce symbolic discriminant functions for SDA that classify case-control datasets.
Terminal set: Variables and generated constants.
Function set: +,-,*,/,IF,AND,OR,XOR,TRUE,NOT,TRUE,SIN,COS,RLOG,MIN,MAX
Fitness cases: Genetic datasets of genotypes of 100 individuals labeled case or control.
Raw fitness: The number of points misclassified.
Standardized fitness: Misclassification error.
Wrapper: Maps S-expressions with positive values to 1 and all others to 0.
Parameters: Population size = 1000, Number of generations = 500, Number of codons = 500, Codon values = (0, 255).
Success predicate: 0.0 classification error.

Table 1: Koza-style tableau of algorithmic parameters in common.



Crossover rate: 0.9
Mutation rate: 0.01

Table 2: GE parameters.

〈constant expression〉 ::= 〈constant〉
| ( 〈binary operator〉 〈constant expression〉 〈constant expression〉

)

〈operand〉 ::= 〈constant〉
| ( VAR 〈constant expression〉 )
| 〈expression〉

〈binary operator〉 ::= +
| -
| *
| /
| MIN
| MAX

〈unary operator〉 ::= SIN
| COS
| RLOG

〈logical operator 1 〉 ::= NOT
| TRUE

〈logical operator 2 〉 ::= AND
| OR
| XOR

〈conditional operator〉 ::= LT
| LE
| GT
| GE
| EQ
| NE

5. GRAMMATICAL EVOLUTION STRAT-
EGY

Grammatical evolution (GE) is a flexible evolutionary com-
puting (EC) method first described by O’Neill and Ryan
[18] [19] as a variation on genetic programming (GP) as
presented by Koza [9]. Here, a BNF grammar is specified
that allows a computer program or model to be constructed
by a simple genetic algorithm (GA) operating on a vector of
numbers called codons (the GA chromosome). Each codon
is used to decode a choice from the grammar beginning with
the start symbol. Each codon is applied with a modulus op-
erator and the number of choices possible from the grammar
to select a grammar production. The process continues un-
til all nonterminals have been replaced with terminals from
the grammar. At this point a symbolic discriminant function
has been generated. This procedure is repeated for each in-
dividual in the current population. Through crossover and
mutation at every iteration (generation) of the algorithm,
GA chromosomes evolve to produce better grammar decod-
ings, thus minimizing the classification error. The GE pa-
rameters use are shown in Table 2.

c1: 1.0
c2: 1.0
VMIN: 0.0
VMAX: 255.0

Table 3: GS parameters.

6. GRAMMATICAL SWARM STRATEGY
Particle swarm optimization (PSO) was first introduced by
Kennedy and Eberhart [8] as a search and optimization algo-
rithm operating in real number space. O’Neill and Brabazon
[17] incorporated PSO into a new GE method called gram-
matical swarm (GS). In this approach the GA chromosome
is replaced with particle swarm vectors for position on ve-
locity. The PSO position vector is constrained to the same
codon range as that described in Table 1 above. PSO vec-
tors are modified over the run by querying the global and
personal best particle positions and velocities to update the
current particle’s position (codon vector) and velocity. The
velocity and location vector update formulas are those used
by O’Neill and Barbazon [17]. Velocity is updated:

vi = (w∗vi)+(c1∗R1∗(pbest−pi))+(c2∗R2∗(gbest−pi)) (1)

where w is a weighting factor that adapts over the run:

w = wmax − ((wmax − wmin)/itermax) ∗ iter (2)

Position is then updated:

xi(t + 1) = xi(t) + vi(t + 1) (3)

The update is performed for all particles in the swarm (pop-
ulation). The resulting location vectors are used as the chro-
mosomes for GE. Over time the particles are expected to
converge on better solutions. GS-specific parameters are
shown in Table 3.

7. RANDOM SEARCH STRATEGY
The random search (RS) strategy is a very simple form of
GE using randomly-generated codon vectors. For a popula-
tion size m running n generations in the GE/GS algorithms,
m ∗ n random chromosomes were generated (with replace-
ment)and evaluated. The best vector from all evaluations
was chosen as the best-of-run.

8. EXPERIMENTAL DESIGN AND ANAL-
YSIS

The goal of our experimental design and analysis was to
statistically compare the performance of the GE, GS, and
RS search strategies. This was accomplished by specifying
a full factorial experimental design [2] with three simulated
datasets per level combination. We evaluated 1) the simu-
lation model used (M27 and M170), 2) the number of at-
tributes (60, 600, and 6000), and 3) the search or wrapper
method used (GE, GS, RS). All other factors such as pop-
ulation size, number of generations, and the chromosome
or vector length were held constant for all analyses as de-
scribed above. Thus, we evaluated the effects of three factors
with 18 total level combinations on the prediction error of
SDA models. Table 4 lists all of the factors and their level
combinations. We employed analysis of variance (ANOVA)



to test the null hypothesis that average prediction error is
not different among levels within each of the three factors
(i.e. independent main effects) and not different among lev-
els within pairwise combinations of factors (i.e. interaction
effects). All results were considered statistically significant
at a type I error or false-positive rate of α = 0.05.

9. RESULTS
Table 4 summarizes the mean and standard deviation of pre-
diction errors for each of the three search algorithms across
each of the six different types of datasets. Table 5 summa-
rizes the ANOVA results testing the main effect of each fac-
tor and all the pairwise interactions. The model used (M27
or M170) and the number of attributes (60, 600, or 6000)
had the largest independent main effects on prediction error
with p-values between 0.05 and 0.10 indicating a trend to-
ward statistical significance. The search method used (GE,
GS, or RS) had no effect on prediction error (p > 0.10)
and there were no significant interactions among the factors
considered (p > 0.10).

Figure 2 summarizes the distribution of prediction errors for
each single factor using boxplots. Boxplots summarize dis-
tributions of continuous data by plotting the interquartile
range or the inner 50% of the data in the box and the full
range of the data in the whiskers or lines drawn outside the
box. The horizontal line within each box represents the me-
dian of the distribution. The diagonal notches in the boxes
represent an approximate 95% confidence interval around
the median and can be used to statistically compare the
medians between the different factor levels. It is clear in the
first plot that the median prediction error is significantly
higher (worse) for the M170 model than the M27 model.
Further, the median prediction error for the datasets with
6000 attributes is higher than for the datasets with either
60 or 600 attributes. Note that the confidence intervals for
each of the three methods in the third plot all overlap in-
dicating there is no difference in performance between GE,
GS, and RS. These results are all consistent with the statis-
tical comparison using ANOVA.

10. DISCUSSION AND CONCLUSIONS
The goal of this study was to use rigorous experimental de-
sign and statistical analysis methods to compare grammat-
ical evolution strategies for attribute selection and model-
ing of gene-gene interactions in high-dimensional datasets
from the domain of human genetics. The main finding of
this study is that there is no statistical difference in the
performance of grammatical evolution (GE) and grammat-
ical swarm (GS) as assessed by prediction error estimated
using cross-validation. Not only was the performance of
the grammatical learning strategies not statistically differ-
ent from one another, they were not statistically different
from the performance of a simple random search (RS). This
was true across the different models and the different num-
bers of attributes which both had an effect on performance
of all three methods, as expected. On the basis of these
results, and within this narrowly defined domain of human
genetics, we conclude that a RS is just as effective as GE or
GS.

While the results of this study suggest the grammatical
strategies are no better than RS in this specific domain, it

is perhaps premature to conclude they should be abandoned
altogether. First, we compared the three algorithms for a
fixed population size (1000), a fixed number of generations
(500), and a fixed chromosome or vector length (500). It is
possible, for example, that GE and/or GS will outperform
RS (or vice versa) with a different set of parameter settings
(e.g. smaller population size). Exploring this possibility is
the focus of ongoing studies. Second, the use of grammars
is very appealing because of their flexibility and grounding
in computer science theory. It is entirely possible that using
a genetic algorithm or a particle swarm algorithm with a
grammar for automatic programming is not optimal for the
human genetics domain defined in this paper. For example,
the crossover operator in GE can be very disruptive and may
decrease performance [19]. The GS approach does not use
crossover but may not be ideal for problems where there is
not a gradient of real values. It will be important to ex-
plore other grammar-based search algorithms such as those
based on estimation of distribution algorithms [22]. Thus,
whether grammar-based search algorithms will be useful in
the domain of human genetics is still and open question.

As human genetics moves from measuring several DNA se-
quence variations in a handful of genes, to measuring every
informative variation in the entire human genome, it will be
important to explore the use of stochastic search algorithms
such as those that are inspired by biology and evolution. De-
veloping and evaluating intelligent search algorithms should
be a priority in this domain, especially for common human
disease such as cancer and cardiovascular disease where the
underlying genetic architecture is expected to be highly non-
linear. The present study is a first step to scaling our data
analysis algorithms to the dimensionality of the entire hu-
man genome.
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