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ABSTRACT
We present a genetic classifier system approach to the text-
independent open-set speaker identification problem. Clas-
sifier systems are widely used in symbolic problem for dy-
namically changing open-ended learning. Signal processing
problems require processing of real-valued parameters that
classifier systems are not designed for. On the other hand,
the approaches based on common cepstral encoding with
clustering algorithms handle the closed-set speaker identifi-
cation quite well. This research solves the open-set problem
by hybridizing these two approaches.

Categories and Subject Descriptors
I.2.6 [Learning]; I.2.7 [Natural Language Processing]

General Terms
Design, Algorithms

Keywords
Genetic Classifier Systems, Open-set Text-Independent Speaker
Identification

1. INTRODUCTION
We present new adaptive open-set speaker identification

algorithms using genetic rule-based system [1] for military
missions. In a military operation, voices can overlap and
have short bursts while the number of speakers can vary over
time. Unlike the closed-set speaker identification problem,
the open-set problem does not assume that the number of
speakers is fixed. An open-set speaker identification system
must add new speaker profiles as needed dynamically.

The open-set speaker identification is much harder than
the closed-set problem because it is hard to decide whether
to introduce a profile for a new speaker or to identify a
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speaker as one of the existing speakers. Commonly, a closed-
set speaker identification system utilizes Vector-Quantization
combined with a statistical clustering or a neural-network
learning. Unfortunately, many of these methods are not
suitable for the open-set problem. For example, in clustering-
based algorithms, the training phase and the testing phase
(i.e., deployment phase) are strictly separated. In order to
add a new speaker, a clustering-based algorithm requires re-
consideration of all existing speakers with the new speaker.
Classifier systems are open learning systems in that train-
ing and testing phases are not strictly separated. Therefore,
adding new speakers to the system doesn’t necessarily re-
quire reconsideration of profiles for all existing speakers. We
discuss the design and implementation of a new system suit-
able for the open-set problem. This is a unique methodology
to the voice identification problem and it will complement
existing methods if not replace them.

2. BACKGROUND
In some situations, it is sufficient to identify a speaker

within a closed set of speakers. However, the open set solu-
tion is becoming increasingly more important because of its
ability to add new speakers.

The human speech production mechanism can be char-
acterized by its components as shown in Figure 1. In this
system the air is thrust from the lungs, it passes the vocal
cords, passes through the pharynx and then passes out the
mouth and nasal cavity [5]. These physical attributes are
unique to each person. When a sample of audio data is col-
lected, the computer characterizes it as an audio waveform.
The audio waveform can be translated into a physical state
of the vocal tract through Linear Predictive Coding [2].

The cepstral features are then generated for each speaker.
From this point, existing methods involved subsequently de-
veloping a codebook by clustering these snapshots to develop
a specific model for each speaker. Once the speaker was
characterized in this way, the speaker could be identified
from that closed set in the feature. However, if the speaker
was not a member of the predefined set, the system forced a
decision, and resulted in an erroneous prediction. The new
system has the ability to adapt to preexisting speakers nat-
ural vocal tract variations (swelling caused by sickness, for
example) as well as the ability to update its rule set when a
new speaker is presented.

The system learns the rules from the cepstral feature vec-
tors that were mentioned above. LP-Cepstrum (Linear Pre-
diction Derived Cepstrum) is derived from the theory of Ho-



Figure 1: Human Speech Production Mechanism

momorphic filtering which aims to map the process of con-
volution into one of addition and separates the pitch infor-
mation (fast moving component of speech) from vocal tract
characteristic (slowly varying). The system serves to model
the slowly varying component of speech [2].

Genetic classifier systems are known to have capability of
learning new rules and being an open-ended learning system.
However, the traditional classifier systems are not designed
for such numerical processing. This is one of the obvious
reasons for classifier systems have not been investigated for
speech processing problems. Although rare, there are sev-
eral successful research results on numerical-based problems
such as image processing using classifier systems [3, 4]. One
of the strengths of the rule-based classifier systems over nu-
merical methods is the ability to utilize temporal informa-
tion and to use intermediate results as feedback in real-time
to refine the decision process. We have developed modi-
fications necessary to the traditional classifier systems for
text-independent open-set speaker identification problem.

3. GENETIC RULE-BASED SYSTEM AP-
PLIED TO SPEAKER IDENTIFICATION

Figure 2 shows the genetic rule-based learning system for
the SID problem. The system is a typical genetic rule-based
learning system except the solid arrows shown. The “if-
then” rules in the rule-base have condition and action part.
The condition part of the rule-format for the speaker iden-
tification problem looks as follows:

<(0.1 2.0), (0.001, 30), (33, 1) (11.1, 11.0002)>

and the action part is the name of a speaker in the set of
speakers that are identifiable so far.

Each pair represents the interval of a feature from the in-
put. In the example, the first pair (0.1, 2.0) says that
any input of the first feature between 0.1 and 2.0 will match
with the first condition. The second means that any input
between 0.001 and 30 will match with the second condi-
tion. The third pair is don’t-care condition because the first

number is larger than the second. This means that this par-
ticular rule doesn’t consider the third feature from the input
making decisions. The action part, John represents that any
input matching with the rule is identified as John.

The rule encoding is done in a way that the learning com-
ponent will be able to emphasize relevant features of each
speaker but to ignore features that are not important.

In the figure, Step 1 shows the input to the system that is
the feature vector of the speaker which is converted to detec-
tor messages. In Step 2, the detector messages are compared
against the condition part of the rules in the rule-base. In
Step 3, the rules that match their condition part with one
or more detector messages will post their action part to the
Effector Messages list with their bidding amounts. A bid-
ding amount of a posting rule represents how confident the
posting rule is about its action part. In Step 4, a conflict
resolution is performed if there are more than one posts and
if the suggested actions from the postings are different. Fi-
nally, a response to the outside world is made in Step 5 as
an attempt to identify the speaker. The environment, in
turn, gives positive or negative feedback depending on the
current action of the system (Step 8). In Step 7, learning is
performed.

The effector-condition match loop (Step 9) matches the
current effector messages to the condition part of the rules
without going through the detector message list. This mech-
anism is useful during the operations of triggered-learning
mechanism. Intuitively, this inner-loop attempts to refine
rules without accepting new training data instances. The
inner-loop can occur more than once, as many times as nec-
essary before exiting to the outer-loop.

There are other necessary modifications of the traditional
classifier system to make it work with the SID problem such
as specialized genetic operators, fitness functions, and tem-
poral rule-matching method. Due to the space limit, we
defer these concepts to another paper.

If the identification of the current speaker fails, the system
will regard the speaker as a new speaker and add necessary
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Figure 2: Block diagram of Genetic Rule-based Classifier System Proposed for Speaker Identification

classifiers for the speaker. One of the methods we are cur-
rently considering is rule-covering [6]. Rule-covering creates
matching classifiers for the unrecognized input conditions–
i.e., new feature vector.

4. EXPERIMENTAL RESULTS
The voice feature vector consists of 14 real numbers gen-

erated by the sampling method mentioned above. To learn
and identify a speaker, the speaker’s voice is sampled and
feature vectors are given one by one to the system. The fea-
ture vectors are given until the speaker is identified. With
a two-speaker problem, the system was able to learn and
identify the speakers within 20 iterations on average over
100 experiments. We are currently conducting experiments
with more number of speakers. Preliminary results show
that the system learns over ten speakers without any signif-
icant difficulties.

5. FUTURE WORK AND SUMMARY
We discussed a new approach to the text-independent

open-set speaker identification problem using genetic clas-
sifier system for adaptation, robustness, and open-ended
learning. Unlike many existing methods based on statis-
tical clustering, the new system can dynamically learn new
speakers even after deployment. Currently, we have tested
the system with identification tasks with relatively small
number of speakers. We are improving the system so that
it will be able to learn more than 100 speakers.
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