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Outline of TutorialOutline of Tutorial

Optimization fundamentalsOptimization fundamentals
Scope of Scope of optimizationoptimization in practicein practice
Classical Classical pointpoint--byby--pointpoint approaches approaches 
Advantages of evolutionary Advantages of evolutionary populationpopulation--basedbased
approachesapproaches
Scope of evolutionary approaches in different Scope of evolutionary approaches in different 
problem solving tasksproblem solving tasks

Having one algorithm for various practical Having one algorithm for various practical 
optimizations is difficultoptimizations is difficult

Final wordsFinal words
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Fundamentals of OptimizationFundamentals of Optimization

A generic name for minimization and A generic name for minimization and 
maximization of a function maximization of a function f(f(xx))
Everyone knows: Everyone knows: df/dxdf/dx=0=0 or or 
Curse of dimensionality, multiple optima Curse of dimensionality, multiple optima 

0)( =∇ xf
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Fundamentals (cont.)Fundamentals (cont.)

Concept relates to Concept relates to 
mathematicsmathematics

Second and higherSecond and higher--order order 
derivatives derivatives 
dd22f/dxf/dx22>0>0, minimum, minimum
dd22f/dxf/dx22<0<0, maximum, maximum

ifif is positive is positive 
definite at x*, it is adefinite at x*, it is a
minimumminimum

Convex: One optimumConvex: One optimum

f2∇
positive positive 
definitedefinite

negativenegative
definitedefinite
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Constrained Optimization BasicsConstrained Optimization Basics
Decision variables: Decision variables: x x = (x= (x11, x, x2 2 ,…, ,…, xxnn) ) 
Constraints restrict some solutions to be feasibleConstraints restrict some solutions to be feasible

Equality and inequality constraintsEquality and inequality constraints
Minimum of Minimum of f(f(xx)) need not be constrained need not be constrained 
minimumminimum
Constraints can be nonConstraints can be non--linearlinear

Min. Min. f(f(xx))
s.ts.t.  .  ggjj((xx) ≥ 0      j = 1,2,…,J) ≥ 0      j = 1,2,…,J

hhkk((xx)=0       k = 1,2,…,K)=0       k = 1,2,…,K
xxii

LL ≤ x≤ xii ≤ ≤ xxii
UU i = 1,2,…,ni = 1,2,…,n
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Constrained Optimization Basics Constrained Optimization Basics 
(cont.)(cont.)

1 1
( ) ( ) ( ) 0

J K

j j k k
j k

f x u g x v h x
= =

∇ − ∇ − ∇ =∑ ∑
ggjj((xx) ≥ 0        j = 1,2,...,J) ≥ 0        j = 1,2,...,J
hhkk((xx)=0         k = 1,2,...,K)=0         k = 1,2,...,K
uujjggjj((xx)=0       j = 1,2,...,J)=0       j = 1,2,...,J
uujj ≥ 0            j = 1,2,...,J≥ 0            j = 1,2,...,J

KuhnKuhn--Tucker (KTucker (K--T) conditions for optimalityT) conditions for optimality
FirstFirst--order necessary conditionsorder necessary conditions
Convex search space, convex Convex search space, convex ff: : 
KK--T point is minimumT point is minimum f(x,y)

x
y

Involve Derivatives Involve Derivatives 
and solveand solve
for rootsfor roots
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Scope of Optimization in Scope of Optimization in 
PracticePractice

Optimal design & Optimal design & 
manufacturingmanufacturing for for 
desired goalsdesired goals
Major application in Major application in 
engineeringengineering
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Scope of Optimization (cont.)Scope of Optimization (cont.)

Parameter Parameter 
optimizationoptimization for for 
optimal optimal 
performanceperformance

Scientific Scientific 
experiments, experiments, 
computer computer 
experimentsexperiments
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Scope of Optimization (cont.)Scope of Optimization (cont.)

ModelingModeling (system, process)(system, process)
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Scope of Optimization (cont.)Scope of Optimization (cont.)

Scheduling and planningScheduling and planning (combinatorial (combinatorial 
optimization)optimization)
Routing & SchedulingRouting & Scheduling Traveling Salesperson Traveling Salesperson 

problemproblem

TimetablingTimetabling
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Scope of Optimization (cont.)Scope of Optimization (cont.)

Optimal controlOptimal control
TimeTime--variant profiles variant profiles 
are to be foundare to be found

How to lower load?How to lower load?
How to control temp, How to control temp, 
pressure?pressure?
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Scope of Optimization (cont.)Scope of Optimization (cont.)

Forecasting and predictionForecasting and prediction
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Scope of Optimization (cont.)Scope of Optimization (cont.)

Data miningData mining (classification, clustering, (classification, clustering, 
pattern recognition)pattern recognition)
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Scope of Optimization (cont.)Scope of Optimization (cont.)

Machine learningMachine learning
Designing intelligent systemsDesigning intelligent systems Developed at Developed at KanGALKanGAL
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Properties of Properties of 
Practical Optimization ProblemsPractical Optimization Problems

NonNon--differentiable functions and constraintsdifferentiable functions and constraints
Discontinuous search spaceDiscontinuous search space
Discrete search spaceDiscrete search space
Mixed variables (discrete, continuous, permutation)Mixed variables (discrete, continuous, permutation)
Large dimension (variables, constraints, objectives)Large dimension (variables, constraints, objectives)
NonNon--linear constraintslinear constraints
MultiMulti--modalitiesmodalities
MultiMulti--objectivityobjectivity
Uncertainties in variablesUncertainties in variables
Computationally expensive problemsComputationally expensive problems
MultiMulti--disciplinary optimizationdisciplinary optimization
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Different Problem ComplexitiesDifferent Problem Complexities

Mixed variablesMixed variables

MultiMulti--modalmodal Robust solutionRobust solution

ReliableReliable
solutionsolution
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Classical Optimization Methods  Classical Optimization Methods  
and Pastand Past

Exact differentiation & Exact differentiation & 
rootroot--finding methodfinding method

Intractable and not Intractable and not 
sufficient for practical sufficient for practical 
problemsproblems

Numerical algorithmsNumerical algorithms
Iterative and Iterative and 
deterministicdeterministic
Directions based on Directions based on 
gradients (mostly)gradients (mostly)

PointPoint--byby--point point 
approachesapproaches

Linear regression:Linear regression:

y=y=mx+bmx+b
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Classical Methods (cont.)Classical Methods (cont.)
Direct and gradient Direct and gradient 
based methodsbased methods
Convexity assumptionConvexity assumption

No guarantee otherwiseNo guarantee otherwise

Local perspectivesLocal perspectives
Discreteness cause Discreteness cause 
problemsproblems
NonNon--linear constraintslinear constraints
LargeLarge--scale application scale application 
timetime--consumingconsuming
Serial in natureSerial in nature
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Practical OptimizationPractical Optimization

With a point in each iteration, With a point in each iteration, 
scope is limitedscope is limited

A need for nonA need for non--classical, classical, 
populationpopulation--based optimization based optimization 

methods existsmethods exists
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Evolutionary Optimization:Evolutionary Optimization:
A Motivation from NatureA Motivation from Nature

Natural evolution + Natural evolution + 
genetics genetics 

Guided search procedureGuided search procedure
Offspring are created by Offspring are created by 
duplication, mutation, duplication, mutation, 
crossover etc. crossover etc. 
Good solutions are Good solutions are 
retained and bad are retained and bad are 
deleteddeleted
Information is codedInformation is coded
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Nature as an OptimizerNature as an Optimizer

Nature as structural Nature as structural 
engineerengineer

Stem, Bamboo, insect Stem, Bamboo, insect 
trachea, beetrachea, bee--hivehive

Nature as a CFD solverNature as a CFD solver
Birds, fishesBirds, fishes

Nature as a drag reducerNature as a drag reducer
Penguin bodyPenguin body
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Evolutionary Algorithms as Evolutionary Algorithms as 
OptimizersOptimizers
begin begin 
Solution Representation  Solution Representation  
t := 0;  // t := 0;  // generation countergeneration counter
InitializationInitialization P(tP(t);  );  
Evaluation Evaluation P(tP(t);  );  
while notwhile not Termination  Termination  
dodo

P'(tP'(t)  := )  := Selection Selection ((P(tP(t));));
P''(tP''(t) := ) := Variation Variation ((P'(tP'(t));));
Evaluation Evaluation P''(tP''(t););
P(t+1):= P(t+1):= Survivor Survivor ((P(t),P''(tP(t),P''(t));));
t := t+1;t := t+1;

odod
endend

Mean approaches   Mean approaches   
optimumoptimum

Variance reducesVariance reduces
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Traditional Evolutionary Approach:Traditional Evolutionary Approach:
BinaryBinary--Coded Genetic AlgorithmsCoded Genetic Algorithms

Genetic Algorithms (John Holland, 1962)Genetic Algorithms (John Holland, 1962)
Design of a can for minimum cost having at most Design of a can for minimum cost having at most VV
volumevolume
Objective functionObjective function: : Cost(Cost(d,hd,h):):
ConstraintConstraint: Volume (: Volume (d,hd,h): ): ΠΠdd22h/4 h/4 ≥≥ VV
RepresentationRepresentation in binary stringsin binary strings
FitnessFitness: objective value + penalty for constraint: objective value + penalty for constraint

42),( 2ddhhdf ππ +=

h

d

(Chromosome) = 0 1 0 0 0   0 1 0 1 0
(d, h) = (8, 10) cm

23

Solution Representation:Solution Representation:
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BinaryBinary--Coded Genetic Algorithm: Coded Genetic Algorithm: 
A Hand SimulationA Hand Simulation

Fitness = Cost + Penalty (proportional to constraint violation)Fitness = Cost + Penalty (proportional to constraint violation)

23

24

1130

37

+ 30

9 + 40

23

24 24

2330

37

Random Initialization (N members)Random Initialization (N members) Population after SelectionPopulation after Selection

Initialization and Evaluation:Initialization and Evaluation:

Selection:  Selection:  Emphasizing better solutionsEmphasizing better solutions



GECCO-2006 Tutorial on 'Evolutionary Practical 
Optimization'

24 April, 2006

Kalyanmoy Deb (deb@iitk.ac.in) 7

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

25

Tournament Selection OperatorTournament Selection Operator
Mating Pool

9 + 40

9 + 40

23

30

24

11 + 30

37

24

23 24

23

30

23

11 + 30

24

30

37

37

Parent solutionsParent solutions
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Variation Operators:Variation Operators:
Creating new offspring solutionsCreating new offspring solutions

CrossoverCrossover operator with poperator with pcc::

23 (8, 10)    0 1 0 0 0   0 1 0 1 0

(14, 6)    0 1 1 1 0   0 0 1 1 0

0 1 0 1 0   0 0 1 1 0   (10, 6)

0 1 1 0 0   0 1 0 1 0   (12, 10)

22

3937

MutationMutation operator with poperator with pmm::

22 (10, 6)    0 1 0 1 0   0 0 1 1 0 0 1 0 0 0   0 0 1 1 0   (8, 6) 16

Good, partial information propagates leading to optimumGood, partial information propagates leading to optimum
Other and modified operators often usedOther and modified operators often used
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Simulation of a GASimulation of a GA

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

28

Differences with Classical MethodsDifferences with Classical Methods
GAsGAs work on a coding of variableswork on a coding of variables

Mixed variable types can be handledMixed variable types can be handled
Permutation, continuous, discrete togetherPermutation, continuous, discrete together

GAsGAs are populationare population--basedbased
Safety in numbers Safety in numbers --> global perspective> global perspective
Implicit parallelismImplicit parallelism

GA operators are probabilisticGA operators are probabilistic
Less chance of getting stuckLess chance of getting stuck

GAsGAs do not use any gradient informationdo not use any gradient information
BlackBlack--box search box search --> wide applicability> wide applicability

Ideal for parallel computationIdeal for parallel computation
Distribute evaluations among processors and Distribute evaluations among processors and 
moremore



GECCO-2006 Tutorial on 'Evolutionary Practical 
Optimization'

24 April, 2006

Kalyanmoy Deb (deb@iitk.ac.in) 8

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

29

NonNon--smooth Problemssmooth Problems
Handling discrete, discontinuous variablesHandling discrete, discontinuous variables

NonNon--differentiability, differentiability, 
discontinuity, discontinuity, 
discreteness, nondiscreteness, non--
linearity not a difficultylinearity not a difficulty
GAsGAs work with a discrete work with a discrete 
search space anywaysearch space anyway

So, So, GAsGAs are natural choice are natural choice 
for discrete problem for discrete problem 
solvingsolving
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Car Suspension Car Suspension 
DesignDesign

Practice is full of nonPractice is full of non--
linearitieslinearities
MATLAB gets stuckMATLAB gets stuck
An order of magnitude An order of magnitude 
better than existing designbetter than existing design

(Deb and (Deb and SaxenaSaxena, 1997), 1997)

((KulkarniKulkarni, 2005), 2005)

TwoTwo--wheelerwheeler
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EAsEAs for Continuous Variablesfor Continuous Variables
Decision variables are coded directly, instead of Decision variables are coded directly, instead of 
using binary stringsusing binary strings
RecombinationRecombination and and mutationmutation need structural need structural 
changeschanges
Selection operator remains the sameSelection operator remains the same

( )
( )

1 2

1 2

.............

.............
n

n

x x x

y y y

Simple exchanges are not adequateSimple exchanges are not adequate

Recombination Mutation

?⇒ ( ) ?................21 ⇒nxxx
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Naive Recombination Naive Recombination 
Crossing at boundaries do not Crossing at boundaries do not 
constitute adequate searchconstitute adequate search

Least significant digits are taken too Least significant digits are taken too 
seriouslyseriously

Two Remedies:Two Remedies:
Parent values (variableParent values (variable--wise) need to be wise) need to be 
blended to each otherblended to each other
VectorVector--wise recombinationwise recombination
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VariableVariable--wise Blending of Parentswise Blending of Parents

Use a probability distribution to create childUse a probability distribution to create child
Different implementations since 1991: Different implementations since 1991: 

Blend crossover (BLXBlend crossover (BLX--αα), 1991), 1991
Simulated binary crossover (SBXSimulated binary crossover (SBX--ββ), 1995), 1995
Fuzzy recombination (FRFuzzy recombination (FR--d), 1995d), 1995

Main feature: Main feature: Difference between parents used Difference between parents used 
to create childrento create children

Provides selfProvides self--adaptive propertyadaptive property
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Blend Crossover (BLXBlend Crossover (BLX--αα))

Uniform probability distribution within a Uniform probability distribution within a 
bound controlled by bound controlled by αα ((EshelmanEshelman and Schaffer, and Schaffer, 
1991)1991)

Diversity in children proportional to that in Diversity in children proportional to that in 
parentsparents
Too wide a search, if parents are distantToo wide a search, if parents are distant
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Motivation for the SBX OperatorMotivation for the SBX Operator
Simulate processing in a binary crossover, Simulate processing in a binary crossover, 
say singlesay single--point crossoverpoint crossover
GedankenGedanken experiment:experiment:

Two parent solutions in real numberTwo parent solutions in real number
Code them in lCode them in l--bit stringsbit strings
Use singleUse single--point crossover in all (lpoint crossover in all (l--1) places and 1) places and 
find children stringsfind children strings
In each case map strings back to real numbers In each case map strings back to real numbers 
as childrenas children
Observe the relationship between parents and Observe the relationship between parents and 
childrenchildren
Use this relationship to directly recombine Use this relationship to directly recombine 
parents to form childrenparents to form children
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Properties of Binary CrossoverProperties of Binary Crossover
To make crossovers To make crossovers 
independent of parents, define independent of parents, define 
a a spread factor, spread factor, ββ
Define probability distribution Define probability distribution 
as a function of as a function of ββ
Two observations: Two observations: 

Mean decoded value of Mean decoded value of 
parents is same as that of parents is same as that of 
childrenchildren
Child strings crossed at the Child strings crossed at the 
same place produce the same place produce the 
same parent stringssame parent strings
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Simulated Binary Crossover Simulated Binary Crossover 
(SBX(SBX--ββ))

Probability is large Probability is large 
near the parentsnear the parents
Extent is controlled Extent is controlled 
by by ββ
Diversity in Diversity in 
children children 
proportional to that proportional to that 
in parentsin parents
Obeys Obeys intervalinterval--
schemaschema processing processing 
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SBX ProcedureSBX Procedure
Step 1: Choose a random number Step 1: Choose a random number 

Step 2: CalculateStep 2: Calculate ::

Step 3: Compute two offspring:Step 3: Compute two offspring:

[ ]0,1 .u∈

qβ

( )

( )

1  
1

1
1

2 ,           if 0.5

1 ,  otherwise
2 1

c

c
q

u u

u

η

η
β

+

+

⎧ ≤⎪
⎪= ⎨⎛ ⎞⎪⎜ ⎟⎜ ⎟⎪ −⎝ ⎠⎩

( ) ( )( )
( ) ( )( )

1 1 2

2 1 2

0.5 1 1

0.5 1 1

q q

q q

c p p

c p p

β β

β β

= + + −

= − + +
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Properties of SBX OperatorProperties of SBX Operator

If parents are distant, If parents are distant, 
distant offspring are likelydistant offspring are likely

If parents are close, If parents are close, 
offspring are close to offspring are close to 
parentsparents

SelfSelf--adaptive propertyadaptive property
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Variations of SBXVariations of SBX
For bounded and discrete variablesFor bounded and discrete variables

For discrete variablesFor discrete variables



GECCO-2006 Tutorial on 'Evolutionary Practical 
Optimization'

24 April, 2006

Kalyanmoy Deb (deb@iitk.ac.in) 11

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

41

RealReal--Parameter Mutation OperatorsParameter Mutation Operators

Random mutationRandom mutation
Normally distributed Normally distributed 
mutationmutation
NonNon--uniform mutationuniform mutation

Extensions to bounded Extensions to bounded 
and discrete cases existand discrete cases exist

L U

Idea: Create a neighboring solutionIdea: Create a neighboring solution

Polynomial Polynomial mutmut..
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VectorVector--Wise Recombination OperatorsWise Recombination Operators

VariableVariable--wise recombination cannot capture wise recombination cannot capture 
nonlinear interactionsnonlinear interactions
Recombine parents as vectorsRecombine parents as vectors

ParentParent--centric recombination (PCX)centric recombination (PCX)
UnimodalUnimodal normallynormally--distributed crossover (UNDX)distributed crossover (UNDX)
Simplex crossover (SPX)Simplex crossover (SPX)

Difference in parents is used to create Difference in parents is used to create 
offspring solutionsoffspring solutions
DE, PSO, CMADE, PSO, CMA--ESES
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ParentParent--Centric RecombinationCentric Recombination

SBX (Deb and SBX (Deb and AgrawalAgrawal, 1995): variable, 1995): variable--wisewise
VectorVector--wise parentwise parent--centric recombination (PCX): centric recombination (PCX): 
O(O(μμ) per offspring) per offspring
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PCX OperatorPCX Operator
μμ parents create a parents create a 
offspringoffspring
Each parent has its Each parent has its 
turnturn
ee(i(i)) orthonormalorthonormal bases bases 
spanning the subspace spanning the subspace 
perpendicular to perpendicular to dd(p(p))

wwςς and wand wηη are userare user--
defined parameters, defined parameters, 
controlling extent of controlling extent of 
searchsearch
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Generalized Generation Gap (G3) Generalized Generation Gap (G3) 
ModelModel

1.1. Select the best parent and Select the best parent and μμ--1 other 1 other 
parents randomlyparents randomly

2.2. Generate Generate λλ offspring using a recombination offspring using a recombination 
scheme scheme 

3.3. Choose two parents at random from the Choose two parents at random from the 
populationpopulation

4.4. Form a combination of two parents and Form a combination of two parents and λλ
offspring, choose best two solutions and offspring, choose best two solutions and 
replace the chosen two parentsreplace the chosen two parents
Parametric studies with Parametric studies with λλ and Nand N
Desired accuracy in F is 10Desired accuracy in F is 10--2020
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QuasiQuasi--Newton MethodNewton Method

Accuracy obtained by G3+PCX is 10Accuracy obtained by G3+PCX is 10--2020
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Scalability StudyScalability Study

Accuracy 10Accuracy 10--1010 is setis set
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Scalability Study (cont.)Scalability Study (cont.)

All polynomial All polynomial 
complexity O(ncomplexity O(n1.71.7))
to O(nto O(n22) similar to ) similar to 
those reported by those reported by 
CMACMA--ES approach ES approach 
(Hansen and (Hansen and 
OstermeierOstermeier, 2001), 2001)
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Differential Evolution (DE)Differential Evolution (DE)

1.1. Start with a pool of Start with a pool of 
random solutionsrandom solutions

2.2. Create a child vCreate a child v
3.3. xxkk and v are and v are 

recombined with recombined with pp
Difference of parents Difference of parents 
in creating a child is in creating a child is 
importantimportant
A number of A number of 
modifications existmodifications exist
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DE ResultsDE Results
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Particle Swarm Optimization (PSO)Particle Swarm Optimization (PSO)

Kennedy and Kennedy and EberhartEberhart, 1995, 1995
Particles fly through the search spaceParticles fly through the search space
Velocity dynamically adjustedVelocity dynamically adjusted
xxii = = xxii+v+vii

vvii = v= vii+c+c11rnd()(prnd()(pi,besti,best--xxii)+c)+c22rnd()(prnd()(pgg--xxii))
ppii: best position of : best position of ii--thth particleparticle
ppgg: position of best particle so far: position of best particle so far

11stst term: momentum part (history)term: momentum part (history)
22ndnd term: cognitive part (private thinking)term: cognitive part (private thinking)
33rdrd term: social part (collaboration)term: social part (collaboration)
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PSO AlgorithmPSO Algorithm

1.1. Initialize a random populationInitialize a random population
2.2. For each particleFor each particle

Evaluate and update Evaluate and update ppbestbest

3.3. Identify pIdentify pgg

4.4. Compute velocity and position for each Compute velocity and position for each 
particleparticle

5.5. Loop till terminationLoop till termination
Modifications existModifications exist
Constrained PSO, Hybrid PSO, multiConstrained PSO, Hybrid PSO, multi--
objective PSO, etc.objective PSO, etc.
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CMACMA--ES (Hansen & ES (Hansen & OstermeierOstermeier, , 
1996)1996)

SelectoSelecto--mutation ES is mutation ES is 
run for n iterationsrun for n iterations
SucessfulSucessful steps are steps are 
recordedrecorded
They are analyzed to They are analyzed to 
find uncorrelated basis find uncorrelated basis 
directions and strengthsdirections and strengths
Required O(nRequired O(n33) ) 
computations to solve computations to solve 
an an eigenvalueeigenvalue problem problem 
Rotation invariantRotation invariant

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

54

CMACMA--ES On Three Test ProblemsES On Three Test Problems

Accuracy 1X10Accuracy 1X10--2020
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PopulationPopulation--Based Optimization Based Optimization 
AlgorithmAlgorithm--GeneratorGenerator

Four functionally different PlansFour functionally different Plans
Selection plan (SP):Selection plan (SP): choose choose μμ solutions solutions 
from B to create Pfrom B to create P
Generation plan (GP):Generation plan (GP): create create λλ solutions solutions 
(C) using P(C) using P
Replacement plan (RP):Replacement plan (RP): choose r choose r 
solutions (R) from Bsolutions (R) from B
Update plan (UP):Update plan (UP): update B by replacing update B by replacing 
R (r solutions) from (P,C,R)R (r solutions) from (P,C,R)
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A Sketch of an IterationA Sketch of an Iteration
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Designing an Optimization Designing an Optimization 
ProcedureProcedure

1.1. Choose SP, GP, RP and UPChoose SP, GP, RP and UP
2.2. Perform a parametric study on a set of test Perform a parametric study on a set of test 

problemsproblems
N, N, μμ, , λλ, r, r

Most classical and nonMost classical and non--classical optimization classical optimization 
algorithms explainedalgorithms explained
Interestingly, PSO, DE, ES, EP can also be Interestingly, PSO, DE, ES, EP can also be 
explainedexplained
Possibility for a Possibility for a unified unified optimization approachoptimization approach
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MixedMixed--Variable Optimization:Variable Optimization:
Handling mixed type of variablesHandling mixed type of variables

Treat type of crossTreat type of cross--sections, sections, 
materials, etc. as decision materials, etc. as decision 
variablesvariables
A mixed representation: A mixed representation: 
(1)  14  23.457  (101)(1)  14  23.457  (101)

(1): circular or square cross(1): circular or square cross--
sectionsection
14: diameter/side14: diameter/side
23.457: length23.457: length
(101): material(101): material

Permutation + real + cont.Permutation + real + cont.
Complete optimizationComplete optimization
Deb and Deb and GoelGoel, ASME, ASME--JMD, 1997JMD, 1997

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

59

Constraint Handling:Constraint Handling:
Handling nonHandling non--linear constraintslinear constraints

Inequality constraintsInequality constraints penalized for penalized for 
violation:violation:

‹a› = a if a is ‹a› = a if a is ––veve, 0 otherwise, 0 otherwise

Performance sensitive to penalty parametersPerformance sensitive to penalty parameters
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=

+=
J

j
jj xgRxfxF

1

2
)()(
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A PenaltyA Penalty--ParameterParameter--less less 
PopulationPopulation--based Approachbased Approach

Modify tournament Modify tournament selsel.:.:
A feasible is better than an A feasible is better than an 
infeasibleinfeasible
For two For two feasiblesfeasibles, choose , choose 
the one with better the one with better ff
For two For two infeasiblesinfeasibles, choose , choose 
the one with smaller the one with smaller 
constraint violationconstraint violation
(Deb, 2000)(Deb, 2000)
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A Computer SimulationA Computer Simulation
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WeldedWelded--Beam Design ProblemBeam Design Problem
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LargeLarge--Scale Optimization:Scale Optimization:
Handling large number of variablesHandling large number of variables

Large n, large popLarge n, large pop--size, size, 
large computationlarge computation
KnowledgeKnowledge--augmented augmented 
EAsEAs

RepresentationRepresentation
OperatorsOperators

EA’sEA’s flexibility shows flexibility shows 
promisepromise
A case study involving A case study involving 
millions of variables (Deb millions of variables (Deb 
and Reddy, 2001)and Reddy, 2001)

Casting SchedulingCasting Scheduling
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Casting Scheduling Problem (cont.)Casting Scheduling Problem (cont.)

Maximum metal utilization:Maximum metal utilization:

Constraints:Constraints:

An An integer linear program integer linear program 
(ILP)(ILP)
BranchBranch--andand--bound bound ––
exponential algorithmexponential algorithm
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Performance of LINGOPerformance of LINGO

Works up to n=500 on a Pentium IV (7 Works up to n=500 on a Pentium IV (7 
hrs.)hrs.)
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OffOff--TheThe--Shelf GA ResultsShelf GA Results

Exponential function evaluationsExponential function evaluations
Random initialization, standard crossover and Random initialization, standard crossover and 
mutations are not enoughmutations are not enough
Need a Need a customized EAcustomized EA
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No Free Lunch (NFL) TheoremNo Free Lunch (NFL) Theorem
No one gives other a No one gives other a freefree lunchlunch
In the context of In the context of optimizationoptimization

WolpertWolpert and and McCardyMcCardy (1997)(1997)
Algorithms A1 and A2Algorithms A1 and A2
All possible problems All possible problems FF
Performances P1 and P2 using A1 and A2 for a Performances P1 and P2 using A1 and A2 for a 
fixed number of evaluationsfixed number of evaluations
P1 = P2P1 = P2

NFL breaks down for a narrow class of NFL breaks down for a narrow class of 
problems or algorithmsproblems or algorithms
Research effort: Find the best algorithm for Research effort: Find the best algorithm for 
a class of problemsa class of problems

UnimodalUnimodal, multi, multi--modal, quadratic etc.modal, quadratic etc.
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A Customized GA:A Customized GA:
Optimal Population SizeOptimal Population Size

N=2000 variables with N=2000 variables with 
max. gen.=1000/Nmax. gen.=1000/N
A critical population A critical population 
size is neededsize is needed
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ScaleScale--Up ResultsUp Results

KnowledgeKnowledge--augmented GA has subaugmented GA has sub--quadratic complexity quadratic complexity 
and up to and up to one millionone million variables (Deb and Pal, 2003)variables (Deb and Pal, 2003)
Never before such a large problem was solved using Never before such a large problem was solved using EAsEAs
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To solve problems with multiple local/global To solve problems with multiple local/global 
optimumoptimum
Classical methods can find only one optimum Classical methods can find only one optimum 
at a timeat a time

EAsEAs can, in can, in 
principle, find principle, find 
multiple optima multiple optima 
simultaneouslysimultaneously

MultiMulti--Modal Optimization:Modal Optimization:
Handling multiple optimal solutionsHandling multiple optimal solutions
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NichingNiching ConceptConcept

By sharing resources By sharing resources 
(land, food, etc.)(land, food, etc.)
How to How to mimmickmimmick the the 
concept in concept in EAsEAs??
Reduce selection Reduce selection 
pressure for crowded pressure for crowded 
solutionssolutions
Use a Use a sharing function sharing function 
based on twobased on two--armed armed 
bandit problembandit problem

Multiple niches (human and animal) coexist in natureMultiple niches (human and animal) coexist in nature
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TwoTwo--Armed Bandit ProblemArmed Bandit Problem

If we know which arm If we know which arm 
pays more, all pays more, all 
population members population members 
crowd therecrowd there

Same as converging Same as converging 
to one optimato one optima

Introduce sharing Introduce sharing 
payoff strategypayoff strategy
All player share payoff All player share payoff 
with others interested with others interested 
in playing the same in playing the same 
armarm
SteadySteady--state state 
distribution: Players in distribution: Players in 
both armsboth arms

ffLL/m/mLL = = ffRR/m/mRR
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Sharing FunctionSharing Function

Goldberg and Richardson Goldberg and Richardson 
(1997)(1997)
d is a distance measure d is a distance measure 
between two between two solnssolns..

Phenotypic distance: Phenotypic distance: 
d(xd(xii,x,xii), x: variable), x: variable
Genotypic distance: Genotypic distance: 
d(sd(sii,s,sii), s: string), s: string

Calculate niche count, Calculate niche count, 
ncncii=∑=∑jjSh(dSh(dijij))
Shared fitness: Shared fitness: ffii’=’=ffii/nc/ncii

Use proportionate selection Use proportionate selection 
opeartoropeartor
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An Example: Phenotypic Sharing
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Simulation ResultsSimulation Results

Inclusion of nicheInclusion of niche--formation strategyformation strategy

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

76

Simulation on Two ProblemsSimulation on Two Problems
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Phenotypic Phenotypic σσshareshare

Assume number of optima: Assume number of optima: 
qq
11--D space: D space: 
σσshareshare = (x= (xmaxmax--xxminmin)/2)/2qq
pp--D space: D space: 

r: Euclidean length of radius r: Euclidean length of radius 
of entire of entire pp--D hyperD hyper--sphere sphere 
Volume: V = Volume: V = crcrpp

Divide volume into Divide volume into qq partsparts
σσshareshare is the radius of each is the radius of each 
partpart
V = V = crcrpp = = qq ccσσshareshare

pp yields yields 

σσshareshare = r/= r/qq1/p1/p
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More Simulation ResultsMore Simulation Results

A twoA two--dimensional dimensional 
functionfunction
Four optimaFour optima
Interested in Interested in 
finding all four finding all four 
optimaoptima
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More Simulation Results (cont.)More Simulation Results (cont.)

With and without sharing (phenotypic)With and without sharing (phenotypic)
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GenotopicGenotopic SharingSharing
d=Hamming distance (# of bit differences)d=Hamming distance (# of bit differences)
q niches:q niches:

Approximate: Approximate: 
z* found from cum. Normal distribution chart for 1/qz* found from cum. Normal distribution chart for 1/q

qi
l

i
l

1
2
1

0

=⎟⎟
⎠
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1
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Restriction on gen. sharing:Restriction on gen. sharing:
Need a minimum distanceNeed a minimum distance

between optima (between optima (γγ=f=f11/f/f22))
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Other Other NichingNiching ApproachesApproaches

Clearing approach Clearing approach 
Clustering approachClustering approach
Crowding approachCrowding approach
PrePre--selection approachselection approach
Restrictive tournament selection Restrictive tournament selection 
approachapproach
All require at least one tunable All require at least one tunable 
parameterparameter
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Clearing StrategyClearing Strategy

Clear bad near good solutionsClear bad near good solutions
Sort population according to fitnessSort population according to fitness
Keep the best and assign zero fitness to Keep the best and assign zero fitness to 
all others within all others within dd from bestfrom best
Keep the next best and assign zero Keep the next best and assign zero 
fitness to others within fitness to others within dd from next bestfrom next best
ContinueContinue
Perform a selection with assigned fitnessPerform a selection with assigned fitness

PetrowskiPetrowski (1996)(1996)
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Modified Clearing Strategy  Modified Clearing Strategy  

Most members are wastedMost members are wasted
A better approachA better approach

All zeroAll zero--fitness solutions are refitness solutions are re--initialized initialized 
outside 1.5outside 1.5rr of bestof best
Performs betterPerforms better

Singh and Deb (2006)Singh and Deb (2006)
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Clustering ApproachClustering Approach

Based on phenotypic space, a Based on phenotypic space, a 
clustering is performed clustering is performed 

With a predefined With a predefined dd
With a predefined number of clustersWith a predefined number of clusters
NichingNiching within each clusterwithin each cluster
Mating restriction can also be performedMating restriction can also be performed

Parameter sensitiveParameter sensitive
Yin and Yin and GermayGermay (1993)(1993)
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Crowding ApproachCrowding Approach

De De JongJong (1975)(1975)
Child solution replaces Child solution replaces 
the most similar the most similar 
solution from a solution from a 
subpopulationsubpopulation
Subpopulation sizeSubpopulation size

MahfoudMahfoud (1993)(1993)
Maintains diversityMaintains diversity
Not as good as Not as good as 
sharing (Deb and sharing (Deb and 
Goldberg, 1989)Goldberg, 1989)
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Comparison on a Scalable Problem Comparison on a Scalable Problem 

Optima are placed Optima are placed 
randomly randomly 
Gaussian shape Gaussian shape 
A8 (Mod. Clearing) A8 (Mod. Clearing) 
performs the best performs the best 

A1: ClearingA1: Clearing
A2: ClusteringA2: Clustering
A4: CrowdingA4: Crowding
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Optimization with MetaOptimization with Meta--Models:Models:
Handling computationally expensive problemsHandling computationally expensive problems

Evaluation of most realEvaluation of most real--world problems world problems 
is computationally expensiveis computationally expensive
Optimization algorithm run into daysOptimization algorithm run into days
To save time, use To save time, use approximate modelsapproximate models
of objective function and constraintsof objective function and constraints
Different techniquesDifferent techniques

A fixed modelA fixed model
Updating the model with iterationUpdating the model with iteration

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

88

MetamodelingMetamodeling TechniquesTechniques

Three tasksThree tasks
Generate data using an experimental design Generate data using an experimental design 
method or a computermethod or a computer
Choose a model to represent dataChoose a model to represent data
Fit the model to the dataFit the model to the data

Some common techniquesSome common techniques
Response surface methodology (RSM)Response surface methodology (RSM)
Neural networksNeural networks
KrigingKriging
Inductive learningInductive learning
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MetamodelingMetamodeling Techniques (cont.)Techniques (cont.)
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Response Surface Method (RSM)Response Surface Method (RSM)
Box and Wilson (1951)Box and Wilson (1951)
Model: Error is independent of xModel: Error is independent of x

Assume Assume g(xg(x), usually parametric linear or quadratic), usually parametric linear or quadratic

ββii determined by leastdetermined by least--square regression from observed square regression from observed 
datadata

Optimize to minimize error: Find mean Optimize to minimize error: Find mean ββii
Variance of Variance of ββii determine predictive capabilitydetermine predictive capability
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RSM TipsRSM Tips

Popular and most widely usedPopular and most widely used
Best suited in applications with Best suited in applications with 
random errorrandom error
However, limited handling on nonHowever, limited handling on non--
linearitylinearity
Usually applied for k<10Usually applied for k<10
SequencialSequencial RSM with move limits and RSM with move limits and 
trust region approach is bettertrust region approach is better
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Artificial Neural Networks (ANN)Artificial Neural Networks (ANN)

Mimicking natural Mimicking natural 
neural processingneural processing
Input: Variables (n)Input: Variables (n)
Output: Objective Output: Objective 
and constraint and constraint 
functionsfunctions
SigmoidalSigmoidal activation activation 
function for hidden function for hidden 
and output neuronsand output neurons
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ANN (cont.)ANN (cont.)

Obtain relationship among inputObtain relationship among input--outputoutput
Optimal connection and its weights for Optimal connection and its weights for 
minimum errorminimum error

A nonA non--linear regression methodlinear regression method
Suitable for large (104) parametersSuitable for large (104) parameters
Best suited for deterministic problems (no Best suited for deterministic problems (no 
random error)random error)
Computationally expensive procedureComputationally expensive procedure

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

94

KrigingKriging ProcedureProcedure

D. G. D. G. KrigeKrige (a geologist): (a geologist): 
Statistical analysis of mining Statistical analysis of mining 
datadata
Predict a value at a point from Predict a value at a point from 
a given set of observationsa given set of observations

λλi i depends on distance of X depends on distance of X 
from observed pointsfrom observed points
Flexible, but complexFlexible, but complex
Suited for Suited for kk<50, deterministic <50, deterministic 
problemsproblems

x
x(j)
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Fundamentals of Fundamentals of KrigingKriging

F(xF(x) is true ) is true 
functionfunction
f(xf(x) is fitted ) is fitted 
functionfunction
εε(x) = (x) = F(x)F(x)--f(xf(x))
If error at x is If error at x is 
large, it is large, it is 
reasonable to reasonable to 
believe thatbelieve that

Error at x+Error at x+δδ is also is also 
largelarge

ε(x)

True function

Fitted
function

x

δ
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Fundamentals of Fundamentals of KrigingKriging (cont.)(cont.)
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Commonly Used Commonly Used SCFsSCFs

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

98

KrigingKriging ProcedureProcedure
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KrigingKriging Procedure (cont.)Procedure (cont.)
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Model VerificationModel Verification

LeaveLeave--oneone--outout--crosscross--validation validation 
schemescheme
Leave out one observation (say Leave out one observation (say xx(J(J))

and and yy(J(J))) ) 
Find the Find the krigingkriging model with (Mmodel with (M--1) 1) 
points and find points and find ŷŷ(J(J))

Compute the error Compute the error ssJJ = √(= √(MSE(xMSE(x(J(J))))))
If the normalized error (If the normalized error (yy(J(J) ) -- ŷŷ(J)(J))/s)/sJJ is is 
within [within [--3,3], the model is acceptable3,3], the model is acceptable
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Successive Modeling ProcedureSuccessive Modeling Procedure
NainNain and Deb (2003)and Deb (2003)
Successive approximations Successive approximations 
to the problemto the problem
Initial coarse approximate Initial coarse approximate 
model defined over the model defined over the 
whole range of decision whole range of decision 
variables with small variables with small 
databasedatabase
Gradual finer approximate Gradual finer approximate 
models localized in the models localized in the 
search spacesearch space
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ANN ModelANN Model
A feedA feed--forward neural forward neural 
networknetwork
Input: Decision variables Input: Decision variables 
(size n)(size n)
Output: Objective functions Output: Objective functions 
and constraint violations and constraint violations 
(size M+J)(size M+J)
One hidden layer with H One hidden layer with H 
neuronsneurons
SigmoidalSigmoidal activation for activation for 
hidden and output neuronshidden and output neurons
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GenerationGeneration--wise Sketch of wise Sketch of 
Proposed ApproachProposed Approach

n/Q fraction of exact evaluations, although the ratio can ben/Q fraction of exact evaluations, although the ratio can be
made smaller latermade smaller later
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Flip Side: Parameters InvolvedFlip Side: Parameters Involved

Frequency of ANN modelingFrequency of ANN modeling
Number of training points (can reduce Number of training points (can reduce 
with iteration)with iteration)
Learning rate in trainingLearning rate in training
Final RMS error in ANN trainingFinal RMS error in ANN training
Learning models (incremental or Learning models (incremental or 
batch)batch)
ANN architecture (connectivity and ANN architecture (connectivity and 
hidden layershidden layers
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A Case Study from CurveA Case Study from Curve--FittingFitting

TwoTwo--objective objective 
problem:problem:

Minimize error from Minimize error from 
the curvethe curve
Minimize the maximize Minimize the maximize 
curvaturecurvature

41 control points 41 control points 
forming a Bforming a B--splinespline
curve (39 varied)curve (39 varied)
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Formulation of the ProblemFormulation of the Problem

A BA B--splinespline curve curve SS having 41 control having 41 control 
points in [0,1]points in [0,1]
Numerical computation of the integral Numerical computation of the integral 
with 400 intermediate points: with 400 intermediate points: 

Differentials are computed exactlyDifferentials are computed exactly
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Savings in Function EvaluationsSavings in Function Evaluations

BB--1010--3 finds a 3 finds a 
front in (750x200) front in (750x200) 
evaluations similar evaluations similar 
to NSGAto NSGA--II in II in 
(1100x200) (1100x200) 
evaluationsevaluations
A saving of 32% A saving of 32% 
evaluationsevaluations
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Extreme TradeExtreme Trade--off Solutionsoff Solutions
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MultiMulti--Objective Optimization:Objective Optimization:
Handling multiple conflicting objectivesHandling multiple conflicting objectives

We often face themWe often face them
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Classical Approach: Classical Approach: 
WeightedWeighted--Sum MethodSum Method

Construct a Construct a 
weighted sum of weighted sum of 
objectives and objectives and 
optimizeoptimize

User supplies User supplies 
weight vector weight vector ww
NonNon--convexity a convexity a 
problemproblem

1

( ) ( )
M

i i
i

F x w f x
=

=∑

1

( ) ( )
M

i i
i

F x w f x
=

=∑
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Classical Approach:Classical Approach:
εε--Constraint MethodConstraint Method

Constrain all but one Constrain all but one 
objectiveobjective
Need to know Need to know 
relevant relevant εε vectorsvectors
NonNon--uniformity in uniformity in 
ParetoPareto--optimal optimal 
solutionssolutions
Any ParetoAny Pareto--optimal optimal 
solutions can be solutions can be 
found with this found with this 
approachapproach
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Evolutionary MultiEvolutionary Multi--Objective Objective 
Optimization (EMO)Optimization (EMO)

Step 1  :Step 1  :

Find a set of Find a set of 
ParetoPareto--optimal optimal 
solutionssolutions

Step 2Step 2 ::

Choose one from Choose one from 
the setthe set

•• Ideal for an EAIdeal for an EA

(Deb, 2001)(Deb, 2001)
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Elitist NonElitist Non--dominated Sorting dominated Sorting 
Genetic Algorithm (NSGAGenetic Algorithm (NSGA--II)II)

NSGANSGA--II can II can 
extract Paretoextract Pareto--
optimal frontieroptimal frontier
Also find a wellAlso find a well--
distributed set of distributed set of 
solutionssolutions
iSIGHTiSIGHT and and 
modeFrontiermodeFrontier
adopted NSGAadopted NSGA--IIII

FastFast--Breaking Paper in Engineering by ISI Web of Science (Feb’04)Breaking Paper in Engineering by ISI Web of Science (Feb’04)
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NSGANSGA--II ProcedureII Procedure
Elites are preservedElites are preserved

NonNon--dominated solutions are emphasizeddominated solutions are emphasized
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NSGANSGA--II (cont.)II (cont.)

Overall Complexity Overall Complexity 
O(O(N logN logMM--11NN))

Diversity is maintainedDiversity is maintained

Improve diversity byImprove diversity by
•• kk--mean clusteringmean clustering
•• Euclidean distance Euclidean distance 

measuremeasure
•• Other techniquesOther techniques
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Simulation on ZDT1Simulation on ZDT1
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Simulation on ZDT3Simulation on ZDT3
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EMO ApplicationsEMO Applications

Identify different tradeIdentify different trade--off solutions for choosing off solutions for choosing 
one (Better decisionone (Better decision--making)making)
InterInter--planetary trajectoryplanetary trajectory
((CoverstoneCoverstone--CarollCaroll et al., 2000)et al., 2000)
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InnovizationInnovization::
Discovery of Innovative design principles through Discovery of Innovative design principles through 
optimizationoptimization

Example: Electric motor Example: Electric motor 
design with varying design with varying 
ratings, say  1 to 10 kWratings, say  1 to 10 kW

Each will vary in size Each will vary in size 
and power and power 
Armature size, Armature size, 
number of turns etc.number of turns etc.

How do solutions vary?How do solutions vary?
Any common principles!Any common principles!

Understand important design principles in Understand important design principles in 
a routine design scenarioa routine design scenario
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Single versus Multiple ObjectivesSingle versus Multiple Objectives
Say, a cantilever beam design for minimum weightSay, a cantilever beam design for minimum weight

Optimal design: Optimal design: 
d=18.94 mm, d=18.94 mm, l=200 mml=200 mm, , defldefl. = 2 mm. = 2 mm

Want Want defldefl.=1 mm, what design?.=1 mm, what design?
Redo optimization with a constraintRedo optimization with a constraint
Turns out: d=22.52 mm, Turns out: d=22.52 mm, l=200 mml=200 mm
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Knowledge DiscoveryKnowledge Discovery

Minimize (Minimize (weight,deflweight,defl.).)
Try if Try if l=cl=c is trueis true
InnovizationInnovization::

Set l = c = 0.2m to be Set l = c = 0.2m to be 
optimaloptimal
Range of d: (18.94,50) Range of d: (18.94,50) 
mmmm

Knowledge discovery!Knowledge discovery!
How do systemize the How do systemize the 
procedure?procedure?
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InnovizationInnovization ProcedureProcedure

Choose two or more conflicting objectives Choose two or more conflicting objectives 
(e.g., size and power)(e.g., size and power)

Usually, a small sized solution is less poweredUsually, a small sized solution is less powered

Obtain Obtain ParetoPareto--optimal solutionsoptimal solutions using an using an 
EMOEMO
Investigate for any common properties Investigate for any common properties 
manually or automaticallymanually or automatically
Why would there be common properties?Why would there be common properties?

Recall, ParetoRecall, Pareto--optimal solutions are all optimal solutions are all optimaloptimal!!
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In Search of Common Optimality In Search of Common Optimality 
PropertiesProperties
FritzFritz--John Necessary Condition:John Necessary Condition:

Solution Solution x*x* satisfy satisfy 

1.1. andand

2.2. for all for all j = 1, 2, 3, ……,Jj = 1, 2, 3, ……,J

3. 3. uujj ≥ 0, ≥ 0, λλjj ≥ 0, for all j and ≥ 0, for all j and λλj  j  > 0 for at least one j> 0 for at least one j

( ) ( ) ,0
1 1

**∑ ∑= =
=∇−∇

M

m

J

j jjmm xguxfλ

( ) 0* =xgu jj

To use above conditions requires To use above conditions requires 
differentiable objectives and constraintsdifferentiable objectives and constraints
Yet, it lurks existence of some properties Yet, it lurks existence of some properties 
among Paretoamong Pareto--optimal solutionsoptimal solutions
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Revealing Salient Insights:Revealing Salient Insights:
Truss Structure DesignTruss Structure Design

(Deb, Khan and (Deb, Khan and JindalJindal, 2000), 2000)
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Revealing Salient Insights:Revealing Salient Insights:
A Cantilever Plate DesignA Cantilever Plate Design

Base PlateBase Plate

Eight tradeEight trade--off solutions are chosenoff solutions are chosen

(Deb and (Deb and ChaudhuriChaudhuri, 2003), 2003)
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TradeTrade--Off SolutionsOff Solutions
Symmetry in solutions about midSymmetry in solutions about mid--plane, discovery of stiffenerplane, discovery of stiffener
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A Connecting RodA Connecting Rod
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InnovizedInnovized PrinciplesPrinciples

MidMid--line symmetry line symmetry 
Straight arms to reach load is Straight arms to reach load is 
minimumminimum--weight strategyweight strategy
Two ways to increase stiffnessTwo ways to increase stiffness

Thickening of armsThickening of arms
Use of a stiffenerUse of a stiffener
Additional stiffening by a combinationAdditional stiffening by a combination

Chamfering of corners helpfulChamfering of corners helpful
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GearGear--box Designbox Design
A multiA multi--spindle gearspindle gear--box box 
design design (Deb and Jain, 2003)(Deb and Jain, 2003)

28 variables (integer, 28 variables (integer, 
discrete, realdiscrete, real--valued)valued)
101 non101 non--linear constraintslinear constraints

Important insights Important insights 
obtained obtained 
(larger module for more (larger module for more 
power)power)
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InnovizedInnovized PrinciplesPrinciples

Module varies proportional to squareModule varies proportional to square--root of powerroot of power
Keep other 27 variables more or less the sameKeep other 27 variables more or less the same
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Mechanical Spring DesignMechanical Spring Design

Minimize Minimize material volumematerial volume
MinimizeMinimize developed stressdeveloped stress
Three variables: (d, D, N): Three variables: (d, D, N): 

discrete, real, integerdiscrete, real, integer
Eight nonEight non--linear constraintslinear constraints

Solid length restrictionSolid length restriction
Maximum allowable deflection (P/k≤6in)Maximum allowable deflection (P/k≤6in)
Dynamic deflection (PDynamic deflection (Pmm--P)/k≥1.25inP)/k≥1.25in
Volume and stress limitationsVolume and stress limitations
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InnovizedInnovized PrinciplesPrinciples

ParetoPareto--optimal optimal 
front have niches front have niches 
with dwith d
Only  5 (out of 42) Only  5 (out of 42) 
values of d (large values of d (large 
ones) are optimalones) are optimal
A blueA blue--print for print for 
optimal designoptimal design

(Deb and (Deb and SrinivasanSrinivasan, 2005), 2005)
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Optimal Springs, Optimal Recipe

k=559.9 lb/ink=559.9 lb/in

k=559.0 lb/ink=559.0 lb/in

k=559.5 lb/ink=559.5 lb/in

k=559.6 lb/ink=559.6 lb/in

k=560.0 lb/ink=560.0 lb/in

d=0.283 ind=0.283 in

d=0.331 ind=0.331 in

d=0.394 ind=0.394 in

d=0.4375 ind=0.4375 in

d=0.5 ind=0.5 in
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Overhead Crane ManeuveringOverhead Crane Maneuvering

Minimize time of operationMinimize time of operation
Minimize operating energyMinimize operating energy
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Simulation ResultsSimulation Results

NSGANSGA--II finds II finds 
tradetrade--off and off and 
interesting interesting 
propertiesproperties  0
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Innovative PrinciplesInnovative Principles

For optimum operation:For optimum operation:
Lower load suddenly at the endLower load suddenly at the end
Spend energy only at the beginningSpend energy only at the beginning

Fast unloading demands more energyFast unloading demands more energy
For fixed For fixed θθ, E ∞ l, E ∞ l
Delay lowering for saving energyDelay lowering for saving energy
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Epoxy PolymerizationEpoxy Polymerization

Three ingredients Three ingredients 
added hourlyadded hourly
54 54 ODEsODEs solved for a solved for a 
77--hour simulationhour simulation
Maximize chain Maximize chain 
length (length (MnMn) ) 
Minimize Minimize 
polydispersitypolydispersity index index 
(PDI)(PDI)
Total 3Total 3xx7 or 21 7 or 21 
variablesvariables
(Deb et al., 2004)(Deb et al., 2004)

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 8000

 9000

 10000

 1.8  1.84  1.88  1.92  1.96  2
PDI

M
n

A nonA non--convex frontierconvex frontier
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Epoxy Polymerization (cont.)Epoxy Polymerization (cont.)

Some patterns emerge among obtained Some patterns emerge among obtained 
solutionssolutions
Chemical significance unveiledChemical significance unveiled
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InnovizedInnovized Principles: Principles: 
An Optimal Operating ChartAn Optimal Operating Chart
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Robust Optimization:Robust Optimization:
Handling uncertainties in variablesHandling uncertainties in variables

Parameters are Parameters are uncertain uncertain 
and sensitiveand sensitive to to 
implementationimplementation

Tolerances in manufacturing
Material properties are 
uncertain
Loading is uncertain

Who wants a sensitive 
optimum solution?
Single-objective robust EAs
(Branke and others)
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MultiMulti--Objective Robust SolutionsObjective Robust Solutions

Solutions are Solutions are 
averaged in           averaged in           
δδ--neighborhoodneighborhood
Not all ParetoNot all Pareto--
optimal points may optimal points may 
be robustbe robust
A is robust, but B is A is robust, but B is 
notnot
DecisionDecision--makers will makers will 
be interested in be interested in 
knowing robust part knowing robust part 
of the frontof the front

f_2

x_1

x_2

x_3

f_1

B

A

B

A

Objective
space

Decision space
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MultiMulti--Objective Robust Solutions of Objective Robust Solutions of 
Type I and IIType I and II

Similar to singleSimilar to single--objective robust objective robust 
solution of type Isolution of type I

Type IIType II
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Robust Frontier for Two Robust Frontier for Two 
ObjectivesObjectives

(δ=0.007)

η=0.4

η=0.5

η=0.6

η=0.7
Type I robust
front

Original front

 0
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 0  0.2  0.4  0.6  0.8  1

f
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Identify robust regionIdentify robust region
Allows a control on desired robustnessAllows a control on desired robustness

δ=0.004
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Robustness with ConstraintsRobustness with Constraints

Constraints will make boundary Constraints will make boundary 
solutions infeasiblesolutions infeasible
Simply declare a solution infeasible, if Simply declare a solution infeasible, if 
any of H neighboring points is any of H neighboring points is 
infeasibleinfeasible
Use constraint tournament selection Use constraint tournament selection 
in NSGAin NSGA--IIII
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Test Problem 1Test Problem 1

Constrained effective front is differentConstrained effective front is different
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Effect of HEffect of H

Larger H, more shiftLarger H, more shift

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

147

Faster Computation for RobustnessFaster Computation for Robustness

Use of an archive to store already Use of an archive to store already 
computed solutionscomputed solutions
Later, select solutions from the archive Later, select solutions from the archive 
within within δδ--neighborhoodneighborhood
If H points not found, create a solutionIf H points not found, create a solution
Although reported quicker singleAlthough reported quicker single--objective objective 
runs, multiruns, multi--objective runs are not quickerobjective runs are not quicker
A diverse set is needed, requiring archive A diverse set is needed, requiring archive 
to be largeto be large
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ReliabilityReliability--Based Optimization:Based Optimization:
Making designs safe against failuresMaking designs safe against failures

Minimize    Minimize    μμf f + k+ kσσff

Subject to  Subject to  Pr(gPr(gjj(x)≥0) ≥ (x)≥0) ≥ ββjj

ββjj is useris user--suppliedsupplied

Deterministic Deterministic 
optimum is not optimum is not 
usually reliableusually reliable
Reliable solution is Reliable solution is 
an interior pointan interior point
Chance constraints Chance constraints 
with a given with a given 
reliabilityreliability
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Nested Optimization:Nested Optimization:
Check if a solution is reliableCheck if a solution is reliable

PMA approachPMA approach RIA approachRIA approach
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Proposed Faster ProcedureProposed Faster Procedure

SingleSingle--loop loop 
methodmethod
Faster computation Faster computation 
of U*of U*

PMA: MPP as PMA: MPP as 
computedcomputed
RIA: Apply RIA: Apply 
Newton’s search to Newton’s search to 
find MPPfind MPP
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Finding Global Reliable Solution:Finding Global Reliable Solution:
SingleSingle--objective reliable solutionobjective reliable solution

Multiple deterministic Multiple deterministic 
optimaoptima
Reliable solution for Reliable solution for 
local is betterlocal is better
Classical methods Classical methods 
starts from starts from 
deterministic global deterministic global 
optimumoptimum
GAsGAs solve the overall solve the overall 
problem and are problem and are 
betterbetter

PMA approach is usedPMA approach is used
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Multiple Reliability Solutions:Multiple Reliability Solutions:
Get a better insightGet a better insight

fgffgf
RIA approach is usedRIA approach is used
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MultiMulti--Objective Reliable FrontierObjective Reliable Frontier

Instead of finding Instead of finding 
deterministic deterministic 
ParetoPareto--optimal optimal 
front, find front, find reliable reliable 
frontfront
Chance constraints Chance constraints 
Objectives as they Objectives as they 
areare
PMA approach is PMA approach is 
usedused
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MultiMulti--Objective ReliabilityObjective Reliability--
Based OptimizationBased Optimization

Reliable fronts show rate of Reliable fronts show rate of 
movementmovement
What remains unchanged and what What remains unchanged and what 
gets changed!gets changed!
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Interactive OptimizersInteractive Optimizers
Needs to involve a decisionNeeds to involve a decision--maker (DM) maker (DM) 
No concrete study yet No concrete study yet 
A few difficulties: A few difficulties: 

The act of a DM makes it a singleThe act of a DM makes it a single--objobj. problem . problem 
But, But, objobj. is not known precisely and changes . is not known precisely and changes 
with iteration with iteration 
EMO finds many solutions, but only one is EMO finds many solutions, but only one is 
desired desired 

EMO:EMO: Find potentially good solutions Find potentially good solutions –– robust, robust, 
kneeknee--like, etc. like, etc. 
Classical:Classical: Concentrate in an area based DM’s Concentrate in an area based DM’s 
preference preference 
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II--EMO Being Developed at EMO Being Developed at KanGALKanGAL

GUIGUI--based interactive EMObased interactive EMO
Start with a front obtained with NSGAStart with a front obtained with NSGA--IIII
Verify solutions with local searches & Verify solutions with local searches & 
classical pointclassical point--byby--point approachespoint approaches
Help choose a particular solutionHelp choose a particular solution

Knee solutionsKnee solutions
Robust solutionsRobust solutions
Partial frontPartial front
LLpp and other utilityand other utility--based metricsbased metrics

An iterative procedureAn iterative procedure
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II--EMO SnapEMO Snap--shotsshots

On a Linux platformOn a Linux platform
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II--EMO (cont.)EMO (cont.)
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II--EMO (cont.)EMO (cont.)
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Making Decisions:Making Decisions:
Reference Point Based EMOReference Point Based EMO

Ranking based on Ranking based on 
closeness to each closeness to each 
reference pointreference point
Clearing within each Clearing within each 
niche with niche with εε
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Finding Knee SolutionsFinding Knee Solutions

BrankeBranke et al. (2004) for more detailset al. (2004) for more details
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Goal Programming:Goal Programming:
Not to find Not to find OptimumOptimum

Target function values Target function values 
are specifiedare specified
Convert them to Convert them to 
objectives and perform objectives and perform 
domination check with domination check with 
themthem
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OmniOmni--Optimizer:Optimizer:
Motivation from ComputationMotivation from Computation

Multiple is a generic case, single is specific Multiple is a generic case, single is specific 
Single objective as a degenerate case multiSingle objective as a degenerate case multi--
objective case objective case 
One algorithm for single and multiOne algorithm for single and multi--objective objective 
problem solving problem solving ((Deb and Deb and TiwariTiwari, 2005, 2005))

Accommodating NFL theoremAccommodating NFL theorem
SingleSingle--objective, objective, uniuni--optimum problemsoptimum problems
SingleSingle--objective, multiobjective, multi--optima problemsoptima problems
MultiMulti--objective, objective, uniuni--optimal front problemsoptimal front problems
MultiMulti--objective, multiobjective, multi--optimal front problemsoptimal front problems
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SingleSingle--Objective, Objective, UniUni--OptimumOptimum
Dominance reduced to simple ‘<‘Dominance reduced to simple ‘<‘
EpsilonEpsilon--dominance to dominance to ffaa< < ffbb--εε

Allows multiple solutions within Allows multiple solutions within εε to existto exist

EliteElite--preservation is similar to CHC and preservation is similar to CHC and 
((μμ++λλ))--ESES
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Shinn et al.’s 12 ProblemsShinn et al.’s 12 Problems

12 problems12 problems
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SingleSingle--Objective, MultiObjective, Multi--OptimaOptima

VariableVariable--space space nichingniching help find multiple help find multiple 
solutionssolutions
WeierstrassWeierstrass functionfunction

16 minima with f=016 minima with f=0
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101044SinSin22(x): 20 Minima(x): 20 Minima

GECCO-06 Tutorial: `Evolutionary 
Practical Optimization' (K. Deb)

168

Himmelblau’sHimmelblau’s Function: 4 MinimaFunction: 4 Minima
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MultiMulti--Objective, Objective, UniUni--Pareto frontPareto front

Constrained and Constrained and 
unconstrained unconstrained 
test problemstest problems
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More ResultsMore Results

Comparable Comparable 
performance performance 
to existing to existing 
EMO EMO 
methodsmethods
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MultiMulti--Objective, MultiObjective, Multi--Optima Optima 

Nine regions leading to Nine regions leading to 
the same Paretothe same Pareto--
optimal frontoptimal front
Multiple solutions Multiple solutions 
cause a single Paretocause a single Pareto--
optimal pointoptimal point
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Nine Optimal RegionsNine Optimal Regions
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Nine Optimal Fronts Nine Optimal Fronts 
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ConclusionsConclusions

Most application activities require Most application activities require 
optimization routinelyoptimization routinely
Classical methods provide foundationClassical methods provide foundation

If applicable, good accuracy is achievableIf applicable, good accuracy is achievable

Evolutionary methods enable applicability Evolutionary methods enable applicability 
to nearto near--optimalityoptimality

Try when classical methods failTry when classical methods fail
Parallel search abilityParallel search ability

A good optimization task through A good optimization task through EAsEAs and and 
local searchlocal search
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How are How are EAsEAs Unique?Unique?

Broader applicabilityBroader applicability
Mixed variables, nonMixed variables, non--linearity, non…linearity, non…
Constraint handlingConstraint handling

Easy to use for distributed computingEasy to use for distributed computing
Beyond optimizationBeyond optimization

Learn your problem betterLearn your problem better
What makes a solution optimum, robust, What makes a solution optimum, robust, 
or reliable?or reliable?
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Practical OptimizationPractical Optimization
Final wordsFinal words

Seems impossible to have Seems impossible to have one algorithmone algorithm for for 
many practical problemsmany practical problems
Needs a Needs a customizedcustomized optimizationoptimization

Calls for collaborationsCalls for collaborations

An application requires An application requires 
DomainDomain--specific knowledgespecific knowledge
Thorough knowledge in optimization basicsThorough knowledge in optimization basics
Good knowledge in optimization algorithmsGood knowledge in optimization algorithms
Good computing backgroundGood computing background

Have successful showHave successful show--cases, have a cases, have a 
practice choose onepractice choose one
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What we have not discussed?What we have not discussed?

Combinatorial optimizationCombinatorial optimization
NonNon--linearity, large dimensionlinearity, large dimension

Problem Formulation aspectsProblem Formulation aspects
Objectives, constraints, etc.Objectives, constraints, etc.

Very large computational overheadVery large computational overhead
One evaluation takes a day or moreOne evaluation takes a day or more

Parallel Parallel EAsEAs
Termination criteriaTermination criteria
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Thank You for Your AttentionThank You for Your Attention

For further information:For further information:

http://http://www.iitk.ac.in/kangalwww.iitk.ac.in/kangal
Email: Email: deb@iitk.ac.indeb@iitk.ac.in
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