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Abstract
We consider an extension to the optimal matroid base
problem [1]  whereby the matroid element costs are not
fixed, but are time dependent. We propose a genetic
algorithm (GA)  approach to solve the optimal sequenced
matroid base problem (OSMBP) by employing efficient
codes which are suffixed by a standard permutation code
[2].  These novel encoding schemes insure feasibility after
performing the classical operations of crossover and
mutation and also ensure the feasibility of the initial
randomly generated population (i.e., generation 0).  This
class of problems, where costs are not fixed but are time
dependent, embrace non-locality which actually makes
the GAs more efficient.  A variety of practical matroid
applications with time dependent costs will also be
presented.

Introduction
A finite matroid M is a pair (E,β) where E is a non-
empty finite set and β is a non-empty collection of subsets
of  E called bases satisfying the following properties:

i) no base properly contains another base, and
ii) if  B1 and B2 are bases in β (i.e., B1, B2 ∈  β)

and if  e∈ B1 then there exists f ∈ B2 such
that  ((B1 – {e}) ∪  {f}) ∈  β

                     (i.e., ((B1 – {e}) ∪  {f}) is also a base).
By repeatedly using ii) it is easily shown that any two
bases B1, B2 ∈  β have the same number of elements.  This
number is called the rank of M.  Any subset of a base is
called an independent set.  The dual matroid   
M* =  (E,β*) of  M over E has its bases in
β* = { Bc  B  ∈  β }, that is, the collection of the
complements of β [1]. Given  M = (E,β), the optimal
matroid base problem (OMBP) is to find an optimal
base (not necessarily unique)of  M  (i.e., a base B   with a
maximu (minimum) total cost (or weight)) where each
element of  e∈ E has a cost (or weight) which is a real
number C(e).  Kruskal’s algorithm applied to matroids
solves this problem  as well as simultaneously solving the
OMBP for M*  (which has an optimal base (B )c with a
minimum (maximum) total cost (or weight)). Here we
consider an extension to the optimal matroid base

problem (OMBP) whereby the matroid element costs are
not fixed, but are time dependent.  This is called the
optimal sequenced matroid base problem (OSMBP).
Let M = (E,β) be a matroid of rank n such that each
element e∈ E has assigned to it C(e,t) a real valued
function of  t having domain { 1, 2, …, n }.  We refer to
M as a matroid with time dependent cost assignment C
and we say C(e,t) is the cost of selecting e at time t.   A
sequencing (permutation, ordering) of the elements of a
base B∈β  is called a sequenced (ordered) base.  It is
assumed that the selection of any e∈ E takes exactly one
unit of processing time.  A sequenced base is an n-tuple
(e1, e2, …, en) which shows the order in which the
elements of the base are to be selected and determines the
costs C(e1,1), C(e2,2), …, C(en,n) associated with this
sequence.  The total cost  C(e1,1) + C(e2,2) + …+ C(en,n)
is the objective function T(e1, e2,…, en) to be optimized.
Since this problem is NP hard, we propose a genetic
algorithm (GA) to solve the optimal sequence matroid
base problem (OSMBP) using efficient codes which are
suffixed by a permutation code [2].  These novel encoding
schemes insure feasibility after performing the classical
operations of crossover and mutation and also ensure the
feasibility of the initial randomly generated population.
These types of problems, where costs are not fixed but are
time dependent, embrace the non-locality  which is
implied in our coding and which makes the GAs more
efficient.
A wide variety of pragmatic matroid applications with
time dependent costs will be presented (i.e., spanning tree,
airline route sales (dual matroid), position assignment,
node base communications, and bidding with slack time
applications).  (Note: A similar problem of less
complexity has been solved in polynomial time in [ 3]).
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1 SUMMARY

This paper proposes an hybrid genetic algo-
rithm/neural network with fuzzy logic controller (NN-
flcGA) to find the global optimum of reliability assign-
ment/redundant allocation problems which should be
simultaneously determined two different types of de-
cision variables. For the same problem, Dhingra em-
ployed the method combined an interior-penalty func-
tion and a heuristic procedure, and Yokota et. al ap-
plied a GA method [1]. Recently, in order to over-
come the weak point of GA, Lee et. al considered a
combined GA with a neural networks technique (NN-
hGA) as one of approximation methods suitable for a
continuous decision variable values [1]. We also sim-
ulated the same problem by the traditional Hopfield
networks as one of NN techniques.

The efficacy and efficiency of NN-flcGA is demon-
strated by comparing its results with those of other
traditional works. The essential features of NN-flcGA,
1) combining with neural network (NN) technique to
devise initial values for the GA, 2) the concept of fuzzy
logic controller (FLC) when tuning strategy GA pa-
rameters dynamically [2], and 3) incorporation of the
revised simplex search method, make it not only im-
prove quality of solutions but also reduce computa-
tional cost.

2 RESULTS AND ANALISYS

Table 1 shows the comparison results among the fitness
value and computation time of the proposed method
(NN-flcGA) and those of the previous works. The re-
sults indicate that NN-flcGA and NN-hGA find so-
lutions with better fitness values than those of the
other methods, while the GA yields worse solutions
than the Dhingra’s method and the Hopfield mehtod.
This means that our GA combined with the NN tech-
nique to devise initial values overcomes the weak point
of GAs which have a lot of enumeration of feasible so-
lutions on real search area. Combining with revised

Table 1: Comparison Results
Method j x∗

j m∗
j f∗ and g∗ tiem [s]

1 0.816040 6 0.999607
Dhingra′s 2 0.803090 6 399.936000 -
method [1] 3 0.983640 3 185.000000

4 0.803730 5 495.652000
1 0.965993 3 0.999468

GA 2 0.760592 6 372.416811 8.3
method [1] 3 0.972646 3 158.000000

4 0.804660 5 470.733576
1 0.901361 4 0.999563

NN 2 0.839251 5 242.843812 10.8
method 3 0.912679 4 164.000000

4 0.823424 5 397.096075
1 0.944341 3 0.999701

NN-hGA 2 0.855253 5 390.553924 16.4
method[1] 3 0.944386 6 217.000000

4 0.855320 5 480.099368
1 0.812610 6 0.999806

proposed 2 0.916615 4 359.662400 14.6
method 3 0.937032 5 193.000000

4 0.841160 5 488.355300

simplex search more careful deals with continuous de-
cision variables as well as auto-tuning by FLC helps for
genetic operators to search more efficient for integer
decision variables. It permits for our GA to improve
for the quality of solutions of NN-hGA. The compu-
tation time is obtained at the generation keeping the
best fitness up as the same one during over 30 gen-
erations. While NN-hGA took about 2 times longer
computation time than other traditional method, NN-
flcGA achieved a satisfactory and acceptable results in
proper computation time by the dynamic auto-tuning
of GA strategy parameters and the two-stage termina-
tion in the simplex search method.
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Abstract

A method for maximum likelihood param-
eter estimation of normal mixture compo-
nents parameters based on a genetic algo-
rithm and a hybrid approach based on ex-
pectation maximum initialized by a genetic
algorithm is presented. The method is eval-
uated for and remote sensing data.

1 INTRODUCTION

The presented approach is a hybrid method, i.e. a
genetic algorithm (GA) provides initial guesses for
expectation maximization (EM) [1] . The advan-
tages of the hybrid GA/EM method are 1) the op-
timum solution is very likely to be found (at least
experimentally this was the case), 2) the EM proce-
dure shows convergence and 3) this convergence is
achieved in less iteration steps.

2 PROBLEM STATEMENT

We assume that S = fx1;x2; : : : ;xjSjg is a �nite set
of jSj independent observations of a random vector
X distributed according to some unknown probabil-
ity density function p(x) of the form:

p(x) =
X

i2M

�if(xj�i;�i); x 2 R

d
; (1)

X

i2M

�i = 1; �i � 0; M = f1; 2; : : : ;Mg;

where f(xj�i;�i) are normal component densities
with the mean vector �i and the covariance matrix
�i. The parameter d is the dimensionality of the
data, in this study we restrict ourselves to d = 1.
The task of mixture modeling is to estimate the pa-
rameters �i, �i and �i.

3 EXPERIMENT

A sample of 752 measurements was extracted from
airborne AeS{1 X{Band Synthetic Aperture Radar
(SAR) data. The EM method was initialized either
by the GA solution (hybrid approach) or for each
randomly chosen individual of the initial GA popu-
lation EM was performed. The GA parameters were
chosen as: population size 50, crossover rate 0:6, mu-
tation rate 0:05, and binary tournament selection.
Table 1 presents results using �2{test results, num-
ber of iterations/generations, and the log{likelihood.

Table 1: Comparison of Methods for jMj = 2; 3.

Method �
2

p�2 It. logL

jMj = 2

EM 17:12 0:45 133 1249:88
GA 38:59 0:00 90 1237:76

GA/EM 17:12 0:45 128 1249:88

jMj = 2

EM 15:00 0:60 498 1251:30
GA 12:83 0:75 71 1256:27

GA/EM 10:41 0:89 139 1257:79

4 DISCUSSION

A general observation is, that EM is the best al-
gorithm for the estimation of normal components
parameters. The drawback of EM is, that is was
observed experimentally, that is is in approximately
60 percent of all cases, with randomly guessed initial
guesses, it is not able to �nd the optimal solution.
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Abstract

Possibili ty to apply simple genetic algorithm to
the task of multidimensional scaling is explored.
For metric scaling, Kruskal’s Stress is used as
the evaluation function, except that no prior
transformation of data is performed. For
nonmetric scaling, an evaluation function based
on Spearman’s rank correlation is devised. The
proposed method, as compared to classical
scaling and to a steepest descent iterative
method, consequently yields solutions with
better fit to data.

Multidimensional scaling (MDS) is the common name for
a number of multivariate statistical techniques that,
starting from a matrix of pairwise so-called dissimilarities
between some entities, propose an appropriate number of
dimensions and position the entities on them. This is in
essence an optimization problem, apparently amenable for
the evolutionary computation (ECO) approach.

The techniques group into classical scaling, which is
based on Young-Householder theorem in matrix algebra
and limited in that it assumes variables to be on a metric
level, and into iterative approaches based on derivation of
some function expressing misfit between the
dissimilarities and a proposed n-dimensional
configuration (methods of “steepest descent” /“negative
gradient” , pioneered in this context by Kruskal in 1964).
Present paper offers a third approach, that of evolutionary
computation. It is motivated by shortcomings of the
iterative method. Kruskal and Wish (1978) sum these up
as: inappropriate model assumptions, emergence of
locally optimal solutions, and emergence of degenerate
solutions. The present approach—termed ECOMDS—
addresses the first two: no model (i.e., functional)
assumptions are made, as they are not necessary for an
evolutionary computation approach; and, using a genetic
algorithm, it is taken that risk of entrapment into a local
minimum is reduced as compared to a steepest descent
method.

ECOMDS for metric scaling minimizes a variant of
Kruskal’s Stress: Stress, but with omission of a function
transforming original dissimilarities. Thus, objective
function minimized in metric ECOMDS is

where 
�

ij denotes dissimilarity between entities i and j,
and dij denotes distance between them in a configuration.

Nonmetric ECOMDS minimizes

Stress(r) = 
2

),(1 rr däsr−

where rs( � r,dr) is Spearman’s rank correlation between
vectors of ranked dissimilarities and corresponding
ranked distances.

ECOMDS  was compared to classical scaling and to
PROC MDS of SAS statistical package (the latter
algorithm being a variant of Kruskal’s original approach),
with the result that ECOMDS in all the cases performed at
least somewhat better than the other methods in terms of
the obtained objective function values. These results are
discussed in the light of computing cost, efficiency, and
improvement with respect to the gradient descent
approach.
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Abstract

Determining worst-case gust on the structural
integrity of aircraft structures is an extremely
complex yet terribly important problem. In this
paper a genetic algorithm (GA) is shown to be a
feasible approach to solving this problem. The
GA outperforms a traditional method suitable for
solving linear problems, then is extended to
nonlinear problems for which there is no
acceptable solution methodology.

1 PROBLEM STATEMENT AND
SOLUTION METHODOLOGY

The primary structure of an aircraft must be designed to
withstand all of the static and dynamic loads it is expected
to encounter during the life of the aircraft. In general, the
dynamic loads are more difficult to determine. The
dynamic loads that must be accounted for include landing
and taxi loads, maneuver loads, and gust loads. Of these,
gust loads are by far the most difficult to account for due
to the stochastic nature of gust loads as compared to other
dynamic loads that at least tend to be deterministic.
This study employs a GA to determine the worst-case or
critical gust profile for specific loading conditions on a
specific aircraft model. This worst-case gust is one that
results in maximum values of one of four responses [(1)
wing root bending moment, (2) wing root torque, (3)
engine lateral acceleration, or (4) c.g. normal
acceleration] in a given aircraft model when the given
gust is used as the forcing function in the model. The
study uses the SDG representation of atmospheric
turbulence (Jones, 1973) as a gust-loads analysis method.
The approach combines the SDG model with a dynamic
GA (Hong et.al, 1999) to determine the worst-case gust.
This formulation has at least two very desirable attributes.
First, the approach is applicable to both linear and
nonlinear aircraft models. Second, the method is easily
adapted to account for a variety of definitions of “worst-
case” gusts, e.g., the designer can easily incorporate a

variety of criteria for determining exactly what a worst-
case gust is. The fundamental methodology relies on both
a model of the SDG method and on a dynamic GA. It is
implemented with the genetic-based search procedure that
maximizes the peak response in a given aircraft load
quantity, thereby determining the associated critical gust
profile. The flow diagram shown as Figure 1 gives an
overview of the SDG constrained optimization loop,
which has been implemented for this study.

Figure 1: Schematic of the optimization loop.
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1 OVERVIEW 

We developed a strategy for identifying susceptibility 
genes for common complex human diseases that utilizes 
genetic algorithm-optimized cellular automata (CA) for 
pattern recognition and emergent computation. We have 
adapted a one-dimensional CA to accept an array of 
genotypes as input and produce an array of information as 
output that can be used to classify subjects as affected or 
unaffected.  We implemented a parallel genetic algorithm 
for optimizing the selection of genotypes and CA 
parameters.  Three different CA output encodings are 
compared.  The primary advantage of our genetic 
algorithm-optimized CA approach is the ability to 
consider high-order interactions among genetic variations 
in small sample sizes without loss of power. 

In this initial study, we fixed the number of cells 
presented to the CA to five.  Assuming each genetic locus 
has only three possible genotypes, we used a binary 
encoding with ‘01’ for the first genotype, ‘10’ for the 
second genotype, ‘11’ for the third genotype, and ‘00’ for 
the wildcard.  Thus, each array presented to the CA 
consisted of 10 bits with two bits encoding the state of 
each of the five cells.  We allowed a maximum of 128 
iterations for each CA.  The combination of genotypes, 
the CA rule table, and the number of iterations selected 
were all optimized using a parallel genetic algorithm (two 
populations, population sizes of {10, 50, 100, 200, 500, 
1000}, 200 iterations, migration every 25 iterations, 
recombination frequency of 0.6, and mutation frequency 
of 0.02).  The GA used was a modification of the Parallel 
Virtual Machine (PVM) version of the Genetic 
ALgorithm Optimized for Portability and Parallelism 
System (GALLOPS) package for UNIX 
(http://garage.cps.msu.edu).  This GA package was 
implemented in parallel using message passing on a 110 
processor Beowulf-style parallel computer cluster. 

Fitness of a particular CA model is based on the 
classification and prediction error estimated using 10-fold 
cross-validation.  We evaluated three different CA output 
encodings by comparing the average classification and 
prediction errors obtained by analyzing 50 different 

simulated datasets. The first encoding we evaluated is 
based on counting the number of 1s in the binary encoded 
output array of the CA run on each set of genotypes for 
each affected and each unaffected sib in the sample.  A 
classifier is formed by using a frequency histogram of the 
number of 1s amo ng affected sibs and unaffected sibs.  
Each bin is labeled affected or unaffected depending on 
whether the number of 1s represented by that bin were 
more frequently observed among affected or unaffected 
sibs.  For example, consider the case where 100 
discordant sib pairs were evaluated.  Suppose the number 
of CA arrays that contained three 1s was 20 for affected 
sibs and 10 for unaffected sibs.  This bin would be labeled 
affected and thus the 10 unaffected sibs would be 
misclassified.  This would contribute 0.05 to the overall 
misclassification rate.  This is performed for each bin and 
a total classification error is estimated by summing 
together the individual rates for each bin.  The second 
encoding evaluated is a simplification of the bit count 
encoding described above.  Here, a special field within 
the binary output array is defined and the number of 1s 
within that field is used for classification and prediction.  
We defined the special field as the leftmost pair of bits.  
The third encoding evaluated transforms the binary output 
array from the CA into an integer value.  The 
classification error is estimated from the overlap of the 
distributions of integer values for affected sibs and 
unaffected sibs. 

2 RESULTS AND CONCLUSIONS 

The first main conclusion that can be drawn from this 
study is that the emergent computation features of cellular 
automata and the intelligent search features of parallel 
genetic algorithms can be used to identify patterns of 
genetic variations associated with disease when the 
genetic effects are primarily through interaction.  The 
second main conclusion that can be drawn from this study 
is that encoding the CA output in binary form and then 
using a count of the number of 1s as the classifier (i.e. the 
bit count encoding strategy) is superior to using a special 
bit field or using an integer encoding. 
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Abstract

Owing to the time-expensive calculation of

evolutionary algorithms and especially of

collision-detection algorithms, the calcula-

tion of robot trajectories mostly is not real

timable. Therefore, this paper presents an

approach for shortening the calculation time

by parallelising the whole algorithm.

As evolutionary algorithms (B�ack, 1996) are stochastic

search techniques they normally need a great amount

of time to �nd the solution for the problem. A strat-

egy for speeding up evolutionary algorithms is to paral-

lelize them (Dorigo, 1993). Therefore, this paper deals

with the calculation of robot trajectories in a nearly

homogeneous 100MBit TCP/IP-based cluster.

Without loss of generality, a manipulator with �ve

degrees of freedom is used. To each joint a variable

GeneX 2 IN is assigned. The point of time is added

to the position of the robot. The whole vector is called

chromosome. To get an individual, many chromosomes

are lined up at a distance of 40ms. Special user de-

�ned positions subdivide the path of the robot arm

into many smaller parts called regions. Each region

can be optimized independent of the others by a par-

allel evolutionary strategy of medium granularity.

To get on the one hand a smooth and short trajec-

tory the �tness value FGeneX of one gene is calculated

by summing up the squared curvature values of each

chromosome in the region. The �tness values FGeneX
of the genes are summed up to the �tness value Fcurv of

this part of the whole individual. This multi-criterion

�tness value can be optimized Pareto-optimally (Ort-

mann, 2001). The second aim is on the other hand

to avoid collisions between the manipulator and ob-

stacles. The two criteria curvature and no collision

mostly can not be satis�ed Pareto-optimally because

collisions have to be avoided resulting in possibly long

and not smooth trajectories. Hence, if a collision oc-

curs, the collision-�tness value Fcol is added to Fcurv.

Fcol is the weighted and squared degree of collision

between the trajectory and the obstacles.

The speeding-up of the calculation in a cluster depends

on the time needed for the optimization of the re-

gions because in the case of short calculations, the time

needed for the shipping of the results from the slaves

back to the master can not be neglected. This time

can be neglected with increasing time needed only for

the optimization of one region leading to a speeding-

up of the algorithm by the number of computers in

the cluster. The number of regions should match the

number of computers in the cluster to get an optimal

speeding-up. In the case of collision, a homogeneous

cluster is unsuitable because of the large di�erences

in the loads. Here an inhomogeneous cluster is ad-

vantageous because then the regions without collision

can be calculated on slower computers and the regions

with collision can be calculated on fast computers, es-

pecially on multi-processor systems with an algorithm

of high granularity.
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Abstract 
 

This study presents a niching-based elitist 
enhancement of the Non-dominated Sorted 
Genetic Algorithm (NSGA) and tests its 
performance in identifying the Pareto frontier for 
a groundwater monitoring application. The 
application utilizes historical data at a single 
snapshot in time to identify potential spatial 
redundancies within a monitoring network. The 
study combines nonlinear spatial interpolation 
with the elitist NSGA to identify the Pareto 
frontier for sampling costs and local 
concentration estimation errors. The Elitist 
NSGA nearly replicated the true front, finding 
representative solutions along the entire trade off 
between cost and estimation error. 

1 INTRODUCTION 

The major goal of this study is to present a new niching-
based elitist enhancement of the NSGA.  Additionally, an 
extension of the genetic algorithm design methodology 
presented by Reed et al. (2000) is demonstrated on a 
multiobjective long-term groundwater monitoring 
application.  

2 MANAGEMENT MODEL  

To identify monitoring wells that are redundant, this study 
employs a multiobjective approach with the intention of 
attaining the best-interpolated picture of the 
perchloroethylene (PCE) plume for the least cost.  

3 ELITIST ENHANCEMENT 

Conceptually, the elitist strategy proposed in this study is 
very similar to the sGA, in that the current best individual 
in a given niche at generation t, if not present in 
generation (t+1), is inserted into that subpopulation, 

ensuring that its traits are available for subsequent search 
for the Pareto front. 
 
This strategy was implemented by defining eliteσ  or the 
elite radius, which defines the distance beyond which 
members of the current nondominated set are considered 
independent from one another.  Only independent 
members of the nondominated set are considered for 
insertion in the next generation.  For this application, 

eliteσ  was set equal to the niche radius which means that 
only one representative of each niche in the current 
nondominated set is considered for elitist reproduction 
into the next generation.   

4 RESULTS 

The NSGA found solutions near 18 of the 36 Pareto 
optimal solutions attained from enumeration.  Without 
elitism, the algorithm only exactly identified 5 of the 36 
solutions along the Pareto front.  Utilizing the niching-
based elitist strategy described in Section 3, the elitist 
NSGA was able to find solutions near 33 of the 36 Pareto 
optimal solutions.  The Elitist NSGA exactly identified 20 
of the 36 solutions along the Pareto front.  The niching-
based elitist strategy effectively rescaled the system, 
increasing selection pressure along the entire extent of the 
Pareto front and reducing the loss of niches.  For more 
details on this study see Reed et al. (2001). 
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SUMMARY

The global economy of the 21th century will be charac-
terized by competing corporate networks rather than
by competing enterprises. Competition outside of and
cooperation within supply chains will be the important
factors. The special research area 457 of the German
Research Community and INTERKON, proposes an
inter-organizational framework for collaborative man-
ufacturing control in production networks, are dealing
with these topics. In our work we combine both ap-
proaches.
The non-hierarchical structure of the production
networks examined here demands a collaborative
decision-making. A multitude of competence cells with
di�erent interests and objectives is taking part in these
processes. Consequently, inter-organizational manu-
facturing control is carried out via collaborative agree-
ments on detailed order conditions and across several
manufacturing levels. However, identifying and quan-
tifying the implications of each decision that must be
taken in conjunction with all but the smallest manu-
facturing level is not humanly possible. This makes
an ASP-functionality necessary that performs "what-
if" analyses for each competence cell before making
local production decisions.
A developed model editor o�ers intelligent support
to help companies model their manufacturing pro-
cess and the features they require. This approach is
based on the "Reference Model for Shop Floor Pro-
duction" according to the ISO-Standard (Workgroup
TC184/SC5/WG1) [1]. Each process step is modelled
on a very general level as an activity with the input
or output of information, material, resource and con-
trol information. The ASP-functionality checks such

�Email: t.teich@wirtschaft.tu-chemnitz.de
yphone: ++49-371-531 42 52
zEmail: meier@lps.ruhr-uni-bochum.de
zEmail: schallner@lps.ruhr-uni-bochum.de

factors like manufacturing capacities and parts orders
to decide whether a new order can be inserted into
the production schedule and still satis�es the resource
constraints and the order conditions. Thus we di�eren-
tiate between the following �ve coordination patterns:

The next step is the integration of this software-system
into an organizational framework. The authors carried
out a study [2] to identify objectives used in companies
for manufacturing control and to develop a ranking ac-
cording to their importance. It has been argued by the
authors that modern shop 
oor scheduling tools based
on Evolutionary Algorithms prove their potential for
solving complex benchmark scheduling problems but
failed to be used widely in real-world applications
throughout the last ten years. One of the reasons iden-
ti�ed is the need for organizational changes in man-
ufacturing control, caused by systems. The authors
are proposing an organizational framework which in-
cludes bi-directional PDA-systems in which EA-based
shop 
oor scheduling tools can be successfully imple-
mented.
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Abstract

This work presents a surface reconstruction
system which combines the concepts of GP
and ES in one main algorithm as well as
the concepts of CSG (Constructive Solid
Geometry) and NURBS (NonUniform
Rational B-Splines) to represent arbitrarily
sculptured surfaces.

1 INTRODUCTION

Surface reconstruction is a problem of discrete approx-
imation and structural optimization. Since this prob-
lem is multidimensional and multiobjective, a GP/ES
hybrid algorithm [1] has been developed to reconstruct
surfaces represented by sampling points of real physi-
cal objects.

2 GP/ES-HYBRID

The genome of the individuals is represented by a CSG
tree data structure with an extension of the set of
primitives by NURBS-solids. When reconstructing
a surface there are two major problems to be solved:

• Determination of the construction logic. I. e. the
algorithm has to find the correct structure of the
CSG tree regarding the number, position and
type of nodes.

• Fitting the leaves into the sampling points by ad-
justing their parameters (position, size and tilt
angles). For NURBS-solids the control vertices
also have to be adjusted.

These two problems lead to a GP/ES hybrid algo-
rithm. The objective of the GP is to find the struc-
ture of the CSG tree. Once the construction logic

is found, the ES part adjusts the parameters of the
primitive geometric objects. Therefore, the following
genetic operators were applied to the CSG tree:

• Variation of the primitive’s parameters.

• Variation of inner node functions.

• Deleting and inserting nodes.

• Replacing of a primitive by another one.

• Recombination by exchanging subtrees.

The multiobjective fitness function compares the dis-
tances and the normal vectors between each sampling
point and the corresponding point of the individuals’
surface. The number of nodes in the genome is also
considered in the fitness calculation to ensure a low
number of primitive objects in the reconstruction.

3 CONCLUSIONS

By combining two major concepts of geometric model-
ling, CSG and NURBS, into one common data struc-
ture it is possible to reconstruct surfaces that contain
both regular geometric and sculptured parts using one
evolutionary surface reconstruction system.
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